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Abstract: Phase-change memory (PCM) has garnered attention as a next-generation memory owing 
to its non-volatility and scalability. However, PCM wears out under excessive write accesses; 
hence, it must be supported by wear-leveling algorithms to uniformly distribute the number of 
accesses across the entire address space. Table-based wear leveling is one of the representative 
algorithms that stores a write counter for each address region for remapping frequently accessed 
addresses with lower overhead; however, write counters consume resources in a PCM system. In 
this study, a bit-width reduction method in write counters for wear leveling is proposed, where the 
method utilizes a stochastic finite-state machine to probabilistically count the number of write 
accesses. The proposed method shows only a 1.2% lifetime degradation using six bits for each 
counter, with 40% fewer resources spent on write counters when the endurance of a 4KB block is 
1E+06.     

 
Keywords: Non-volatile memory, Phase-change memory, Wear leveling, Finite-state machine 
 
 
1. Introduction 

As technological processes scale down to nanometers, 
non-volatile memory devices such as phase-change 
memory (PCM) are expected to be deployed in the 
commercial market. Within the modern computer 
architecture, PCM has gained attention as a promising 
next-generation memory device owing to its non-volatility, 
scalability, low power consumption, and low latency [1-3]. 
These impressive characteristics allow PCM to be placed 
as storage-class memory between the main dynamic 
random-access memory (DRAM) and NAND flash-based 
storage [4-7], because PCM is slower than DRAM but 
faster than NAND flash. Accordingly, PCM is expected to 
provide power reduction and performance improvement in 
applications such as deep neural networks that intensively 
access memory in conjunction with the parallelization of 
graphics processing units (GPUs) [8, 9]. It should be noted 
that reducing the power consumption of main memory is 

very important in modern computer architectures [10]. 
However, PCM is not being deployed due to the cell 

endurance problem. PCM cell programming requires 
repetitive joule heating to change the resistance of the cell 
material [11-13]; hence, excessive write operations on a 
PCM cell incur stuck-at fault errors. Unlike hard-disk drive 
(HDD) storage or DRAM, the lifetime of a PCM-based 
main memory device is primarily limited by the cell or the 
page that is the worst damaged. Consequently, a wear-
leveling algorithm, which remaps frequently updated data 
to infrequently written cells, must be embedded in the 
PCM controller to uniformly distribute the number of write 
operations to each cell, and thereby enhance the device 
lifetime [14-18]. 

Table-based wear leveling (TWL) manages address 
mapping information in a table-based data structure [19, 
20]. TWL has to store a write counter for each address 
block to trigger address remapping with lower 
performance overhead by mapping mostly hot data to cold 
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physical addresses. Specifically, the write counters take up 
more memory resources with the technological scaling of 
PCM. A 512GB PCM device requires 8B×512GB/4KB 
=1GB in write counters if the memory region is divided 
into 4KB units. Therefore, it is crucial to reduce the 
resource overhead of the write counters. In [21], Yun et al. 
declared that write counters can be roughly maintained for 
wear leveling instead of keeping a precise number in each 
write counter. Since spatial locality exists in mutually 
adjacent logical addresses, previous work maintained a lot 
of write counter information in a single counter by 
adopting Bloom filters. However, the bit width of write 
counters increases as the number of maintained addresses 
grows; hence, reducing the bit width of each counter is 
also critical for reducing the overall overhead incurred by 
write counters.  

Fig. 1. System layout, right, and the proposed method 
to reduce write counters, left. 

 
Group-0 

Group-31 

Group-63 

Lower-
numbered lists

Higher-
numbered lists  

Fig. 2. Block diagram of the Rejuvenator wear-leveling 
algorithm, which has 64 write count groups. 

On the other hand, algebraic mapping–based wear 
leveling (AWL) performs an algebraic operation on the 
logical address to get the physical address in PCM; hence, 
the mapping table is not required. However, the write 
counter of each address is still required as metadata for 
further management by system software, such as operating 
systems [19]. In summary, reducing the resource overhead 
incurred by write counters is crucial for both TWL and 
AWL. 

This paper proposes a bit-width reduction method of 
write counters for wear leveling in a PCM-based system. 
The proposed method manages each counter as a 
stochastic finite-state machine (FSM), which has a shorter 
bit width than the baseline, to probabilistically count the 
number of write commands in each address region. The 
proposed work increases the counter number by tossing an 
unfair coin instead of increasing the number for each 
access. Thus, a shorter bit width can be maintained within 
a single counter. Our experiment results indicate that the 
proposed method reduces the bit width from 10-bit to 6-bit 
when the endurance of a 4KB address region is 1E+06. 
Nevertheless, the proposed method shows only 1.2% 
degradation in memory lifetime.  

The remainder of this paper is organized as follows. 
Section 2 explains the background, including the system 
architecture and the existing algorithms used in this study. 
In Section 3, the proposed method is described. 
Subsequently, the evaluation results are presented in 
Section 4. Finally, the last section concludes the paper. 

2. Background  

2.1 System Layout 
Fig. 1 depicts the memory controller architecture 

adopted in this paper. As shown in the figure, input 
commands are stored in the command buffer, waiting for 
command scheduling. The write counters are stored in 
DRAM cache, where the counter data are loaded into the 
write counter register if the scheduled write command is 
ready to be processed. Hot address detector table-based 
wear leveling (HAD-TWL) is not triggered for every write 
command in order to prevent significant performance 
degradation. Instead, HAD-TWL launches once it receives 

an interrupt signal from the write counter register when the 
number reaches a predefined threshold value (e.g., 1024). 
The hot address detector determines whether the processed 
command is hot (i.e., frequently accessed) or not, and 
signals wear leveling if it is hot. Consequently, wear 
leveling is performed, and the hot data are remapped to a 
cold physical address.   

2.2 Hot Address Detector 
The TWL algorithm fundamentally remaps a logically 

hot address to a physically cold address by leveraging 
write counter information. However, it induces significant 
performance overhead if the address space range is 
considerably large, because searching a target requires 
linear search among a number of counters. Therefore, a hot 
address detector is required in order to reduce such 
overhead. Qureshi et al. proposed a practical address 
detector to manage frequently accessed write addresses 
within a tiny table, instead of searching the counter [14].  
Kim et al. proposed HAD-TWL to perform TWL with the 
support of a variable-sized table [19]. In this study, wear 
leveling is assumed to be HAD-TWL, as shown in Fig. 1. 

2.3 Rejuvenator 
As shown in Fig. 2, TWL in this paper, namely 

Rejuvenator, is a wear-leveling algorithm designed for 
NAND flash memory [22]. The algorithm maintains a 
fixed number of linked lists as a moving window, in which 
each group of lists roughly corresponds to one erase count 
group. Each node in the list maintains a physical block 
address number; hence, it can be considered a memory 
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Fig. 4. Distribution of access counts triggering state 
transition with regard to different bit widths in the 
proposed method when n = 10. 

 

Fig. 3. Distribution of access counts triggering a state 
transition with regard to different interrupt threshold 
values when r = 6. 

pool.  The objective of this algorithm is to map a logically 
hot address and a logically cold address on the lower-
numbered list and higher-numbered list, respectively. 
Consequently, all erase count groups slide as remapping is 
performed. Since the memory tested in this paper is PCM, 
we use the term write count rather than erase count. 
Furthermore, the linked lists in Rejuvenator are assumed to 
be stored in DRAM cache, as mentioned in Section 2.1.  

3. Proposed Method 

3.1 A Stochastic FSM in Write Counters 
In this study, a method is proposed to significantly 

reduce the bit width of a write counter by modeling each 
write counter as a stochastic FSM, since a precise write 
counter is not required. As shown in the dashed box on the 
left side of Fig. 1, the write counter acts as a cyclic FSM, 
where the meaning of each state corresponds to the number 
of write accesses, as depicted in the rectangular box. 
Besides, there are two parameters in the proposed method. 
They are: 
·IntrPrd: the period value that incurs the HAD-TWL 

interrupt, which is the pre-defined threshold value 
used by the normal write counter.  

·r: shows the bit width of the stochastic FSM that 
directly determines the precision of the counter. Since 
2r indicates the maximum value that stochastic FSM 
can physically represent, it determines the number of 
FSM states.  

 
As mentioned above, the number stored in the counter 

can be represented as IntrPrd*i/2r, where the currently 
stored number, namely i in Fig. 1, represents the state 
number ranging from 0 to (2r-1). Therefore, each state 
means that an address is written approximately 
IntrPrd*i/2r times. Even though the formula has a division 
operation, the approximate write count can be obtained 
with a mere shift operation, because the operation is a 
power of 2. After continuously transferring states, the FSM 
interrupts HAD-TWL when the final state is achieved, and 

the state reverts to the initial state. On the other hand, the 
state transition model is described in the next subsection.  

3.2 A Probabilistic State Transition Model 
The transition between two states is performed 

probabilistically. In this study, the transition is considered 
a coin toss model. The transition occurs if the coin is 
flipped and comes up heads. According to the predefined 
parameters above, the state transition probability is defined 
in Eq. (1):  
 

 ( ) 2≡
r

P head
IntrPrd

    (1) 

 
Here, P(head) means the probability that heads come 

up during the coin toss. Therefore, the counter remains in 
the same state, probabilistically, for approximately 
(IntrPrd/2r-1) times, and transits right after that moment.  

Bit width r in the state transition model determines not 
only the overall resource overhead of the write counters 
but also the lifetime and the reliability of the overall 
system. Thus, discussing the confidence of the proposed 
method is crucial to obtaining a reliable PCM-based 
memory system. If it is assumed that n is the original bit 
width of the write counter, IntrPrd can be defined as 2n. 
Thus, the probabilistic formula (1) becomes P(head)=1/2n-r. 
Furthermore, since the access number of an address 
triggering the state transition (i.e., the number of trials that 
turn up heads) follows a negative binomial distribution 
[23], the probability density function of the access number 
and its true mean, respectively, can be modeled as seen in 
Eqs. (2) and (3). Moreover, if Eq. (2) is substituted into (3), 
the true mean becomes 2n. 
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Table 1. System configuration.

Configuration Description 

HAD Initially 128 entries, frequency-based 
entry eviction policy 

TWL (Rejuvenator) Number of list groups: 16 

PCM 16GB, SLC, 4KB block, 
Endurance: 1E+05, 1E+06 

Write counter 
Interrupt HAD for every 1024 
accesses.  
Allocated for 4KB block address. 

Workloads 

31 application traces from SNIA 
Nexus 5, each application is 
scheduled by the round robin 
scheduler. 

 

Table 2. Theoretical values and experiment results of 
the 90% confidence interval. 

R Theoretical values Experimental 
results 

2 1.6418 1.5944 
4 0.8160 0.8105 
6 0.3982 0.3974 
8 0.1781 0.1779 

 

 

 

Fig. 5. Distribution of the sample mean with regard to 
different bit widths (r) when n = 10, where the vertical 
line in the figure shows the 90% confidence interval of 
each graph. 

 
Fig. 3 shows the distribution of Eq. (2) when IntrPrd= 

512, 1024, and 2048 when r=6. As shown in the figure, a 
smaller interrupt threshold (i.e., IntrPrd) provides better 
reliability in the memory system, because n is closer to r 
as n becomes smaller. Therefore, a moderate value for 
IntrPrd of 1024 was selected in this study. On the other 
hand, Fig. 4 shows the distribution of (2) when r varies 
from 2 to 8, and n is fixed as 10. As shown in the figure, a 
larger r provides a more reliable system; however, greater 
resource overhead accompanies the enhanced reliability.  

3.3 Confidence of the Proposed Method 
Fig. 4 shows that the variance is significant if 

considering a single interrupt as r increases. However, 
there would be a number of interrupts in HAD-TWL 
during the execution of an application in the system. A late 
interrupt causes late data remapping, which may degrade 
memory lifetime. Conversely, an early interrupt causes 
early data remapping, which may prevent the degradation 
in lifetime. In other words, these two effects compensate 
for each other; hence, it is necessary to discuss the 90% 
confidence interval of the average (i.e., true mean) access 
number that triggers state transition. According to the 
central limit theorem [24], the 90% confidence interval of 
the average access number can be expressed in Eq. (4), 
where access  is the sample mean of P(access), s is the 
sample variance, and ρ is the sample number, which is 
def  in Eq. (5): ined
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Eq. (4) explains that there is a 90% probability that the 

sample-mean value (i.e., 2n in the equation) will lie on the 

interval 1.645 , 1.645
⎡

− +⎢
⎢⎣

⎤
⎥
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ρ ρ

. Fig. 5 

shows the 90% confidence interval when n =10. As shown 
in the figure, the confidence interval becomes narrower as 
the value of r reaches n. Furthermore, it shows that the 
system reliability is high enough even for a small bit width 
for the write counter. The experimental verification of this 
model is described in the next section.  

4. Evaluations 

4.1 Configurations 
As shown in Table 1, an in-house simulation was 

conducted where the system architecture was designed as 
seen in Fig. 1. In particular, PCM was configured as a 
16GB single-level cell (SLC) array. Endurances of a 4KB 
block were selected at 1E+05 and 1E+06 for evaluation. 
Each write counter was allocated a 4KB block address. 
Furthermore, 31 workload traces of SNIA Nexus 5 were 
executed in the simulation environment, where a round-
robin scheduling policy was used for executing these 31 
workloads in a single system to simulate a practical server 
system.  

4.2 Verification of Modeling 
Fig. 6 illustrates the distribution of an access number 

triggering state transition from a real workload, which 
shows that Eq. (2) is well modeled as a mathematical form, 
compared with Fig. 3. Moreover, Table 2 shows a 
theoretical 90% confidence interval for the true mean, and 
the experiment results obtained 90% confidence in the 
sample mean. For all values of r shown in the tables, the 
90% confidence intervals from the experiment are similar 
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(a) (b) (c) 

  

(d) (e) 

Fig. 6. Experimentally obtained access counts triggering a state transition with regard to different bit widths in the 
proposed method (a) r = 2, (b) r = 4, (c) r = 6, (d) r = 8, and (e) r = n = 10. 

 

 

Fig. 8. Normalized swap operations with respect to 
different endurances.  

 

to the theoretical values. For r=6, the confidence interval is 
0.3974, whereas the theoretical value is 0.3982, which 
shows a 2% error. Therefore, this paper assumes r=6 in the 
following section, since it provides a negligible error.  

4.3 Lifetime and Swap Overhead 
Normalized lifetime is defined as the ratio of the total 

write counts just before system failure to the maximum 
total write counts if all blocks are written uniformly in an 
ideal case. Fig. 7 shows the normalized lifetime of the 
system when the 31 server workloads are executed 
concurrently, and when the bit width of the proposed write 
counter is fixed at r=6. When the block endurance is 
1E+05, the normalized lifetime is degraded by 5.7%, 
compared with the baseline write counter (i.e., n=10) from 
Section 3.2. For a block endurance of 1E+06, the 
normalized lifetime degradation is as small as 1.2%.  

On the other hand, Fig. 8 shows the normalized swap 

overhead when the proposed method is adopted. The 
normalized swap overhead is defined as the ratio of the 
number of swaps adopting the proposed method to the 
number of swaps adopting the baseline write counter. As 
shown in the figure, the number of swaps is reduced by 
75.1% and 36.4% when the endurance values are 1E+05 
and 1E+06, respectively. The figure shows that HAD-
TWL is triggered late in most cases, and thereby, the 
lifetime is degraded (see Fig. 7). However, a 1.2% lifetime 
degradation can be negligible, considering that the 
resource overhead of the write counters is reduced by 40%.  

 

Fig. 7. Normalized lifetime with respect to different 
endurances.  

 

5. Conclusion 

In this paper, a stochastic FSM for reducing the bit 
width of write counters in a PCM-based memory system is 
proposed and modeled with mathematical equations to 
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verify the system reliability. The proposed method shows a 
40% reduction in memory resources consumed by write 
counters, along with only 5.7% and 1.2% lifetime 
degradation when the endurance values are 1E+05 and 
1E+06, respectively. Since the proposed method is verified 
in an environment simulating more than 31 workloads 
concurrently, it is expected to be adopted not only for 
PCM-based memory systems but also for NAND flash 
storage systems. 
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