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Abstract— For video applications in a special environment
such as medical imaging, space exploration, and underwater
exploration, the video captured by an image sensor is often
deteriorated because of low lighting conditions. Therefore, it is
necessary to enhance the part of the image that is too dark to
distinguish details while maintaining the remaining part with the
same brightness. The retinex algorithm is widely used to restore
naturalness of a video, especially exhibiting outstanding perfor-
mance in the enhancement of a dark area. However, it demands
large computational complexity because of its intricate structure,
such as the Gaussian filter and exponentiation operations, and
consequently, it is difficult to process in real time. This article
presents a low-cost and high-throughput design of the retinex
video enhancement algorithm. The hardware (HW) design is
implemented using a field-programmable gate array (FPGA), and
it supports a throughput of 60 frames/s for a 1920 × 1080 image
with negligible latency. The proposed FPGA design minimizes
HW resources while maintaining the quality and the performance
by using a small line buffer instead of a frame buffer, by applying
the concept of approximate computing for the complex Gaussian
filter, and by designing a new and nontrivial exponentiation
operation. The proposed design makes it possible to significantly
reduce HW resources (up to 79.22% of total resources) compared
to existing systems and is compatible with commercialized devices
through the standard HDMI/DVI video ports.

Index Terms— Approximate computing, field-programmable
gate array (FPGA) implementation, low-cost implementation,
real-time implementation, retinex algorithm, video enhancement.
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I. INTRODUCTION

AS DIGITAL images are widely used in many applica-
tions, image sensors with their processing techniques

have been actively developed [1]–[3]. For applications such
as space exploration [4], medical imaging [5], and underwater
exploration [6], of which the capturing environment is often
invisible directly for humans, the digital image captured by an
image sensor is important to obtain the information about the
environment. In these applications, it is often the case that the
image quality is degraded because of a poor lighting condition.
Therefore, quality enhancement is essential prior to extracting
the information necessary for a target application. For a digital
image obtained in a poor lighting condition, the difference
between bright and dark areas is very large, which makes it
difficult to distinguish details, especially in dark areas [7]. The
increase of overall brightness makes dark areas look better,
but it results in the saturation in bright areas thereby making
the details in bright areas disappear. Therefore, these images
require enhancement of details only in dark areas.

Medical imaging is a typical application in which the image
quality deteriorates due to a poor lighting condition. When a
camera sensor or a camera lens is inserted into a human body
(for example, during endoscopy or laparoscopy), certain areas
of an image may be very dark because of limited lighting.
Especially when the inside structure of an organ is long and
cylindrical, a low lighting condition makes the image very
difficult to distinguish details. Therefore, an effective image
preprocessing technique is essential to partially enhance the
brightness of dark areas while maintaining the same brightness
of the remaining areas.

Extensive efforts have been made to overcome the low
illumination problem, and as a result, a number of algorithms
have been proposed to brighten dark areas or enhance con-
trast such as gamma correction [8]–[11], histogram equaliza-
tion [12]–[15], and tone mapping [16]. These algorithms often
suffer from over-enhancement if the gray level of an image is
concentrated at a specific intensity [17]. Moreover, the use
of global information may result in intensity saturation such
that enhancement results are inconsistent depending on image
details. To overcome these problems, advanced algorithms
with increased complexity, such as adaptive histogram equal-
ization [18], [19], adaptive contrast enhancement [20], [21],
and retinex algorithm [22]–[25], have been proposed. Adaptive
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algorithms use local pixel data together with global informa-
tion, which is very effective in enhancing dark areas based
on different image details. However, these algorithms demand
high computational cost, making them difficult to use for
applications that require real-time operation. In particular,
the retinex algorithm is considered highly valuable for medical
imaging [17], [26], thanks to its excellent enhancement in
dark areas without a degradation of image details. How-
ever, its computational cost is very high to process in real
time.

One of the solutions to speed up highly complex algorithms
is the implementation of a dedicated hardware (HW) acceler-
ator using a field-programmable gate array (FPGA) [27]–[30].
Although these HW accelerators achieve real-time operation,
they use large HW resources, thereby demanding an expensive
FPGA device. They require large HW resources because
of the following three reasons. First, the input image is
stored in a memory. Li et al. [27], Marsi and Ramponi [29],
and Tsutsui et al. [30] use external DRAMs on an FPGA to
store image frames, whereas Ustukov et al. [28] use internal
BRAMs instead. If an external DRAM is used, additional
overhead is incurred for memory access and an additional
DRAM controller is required, which increases the HW cost.
If the image is stored in internal BRAMs, the image resolution
is limited to the BRAM size and other HW modules are
also limited due to the limited BRAM. Second, the previous
HW implementation employs image enhancement based on
multiscale retinex (MSR) which requires large HW resources
to utilize the results from multiple Gaussian filters. Third,
the previous implementation does not take advantage of the
tradeoff relationship between performance and HW resources,
and they lack efficiency in terms of HW design. Li [31] has
tried to solve these problems by implementing a low-cost and
high-speed HW with dynamic range compression. However,
because the base algorithm used in [31] is simpler than the
retinex algorithm and the size of the Gaussian filter utilized
in [31] is very small, the techniques in [31] are not appropriate
to be adopted in the retinex algorithm.

To address these problems of the previous implementations,
this article presents a low-complexity and real-time HW
design of the retinex algorithm proposed by Shin et al. [32]
for efficient naturalness restoration. The main contributions
of the proposed design are as follows. First, the proposed
HW reduces excessive memory access and large memory
latency by employing stream data control. Second, the concept
of approximate computing [33] is applied to the proposed
HW design by trading off HW resources with performance
while maintaining subjective video quality. Particularly in the
Gaussian filter module, which is the most expensive module,
an optimal sigma value is determined and the filter size
is minimized accordingly. Third, external memory access is
further reduced by using only a line buffer to store the pixel
values used by the Gaussian filter module. Fourth, the multi-
plications in convolution operations are approximated and then
implemented only with shifters and adders [34]. Finally, a new
method is proposed to efficiently implement the exponentiation
operation that demands an important part of the total HW
cost. Exponentiation is very challenging to implement in HW,

thereby incurring large HW overhead which is significantly
reduced by the proposed implementation. The proposed HW
design reduces HW resources significantly (up to 79.22% of
total resources compared to those of the previous works) while
supporting the throughput of 60 frames/s for a 1920 × 1080
resolution (FHD) image.

The proposed HW design is implemented using an FPGA,
and it is verified with real-time demonstration using popular
medical devices, namely, a Karl Storz sensor for the input
device and a Sony medical display for the output device. The
standard HDMI/DVI ports are used as the input and output
interfaces so that the proposed FPGA implementation can be
connected to other medical devices as well.

The rest of this article is organized as follows. Section II
introduces the theoretical basis of the proposed work,
the retinex theory, and a few algorithms based on the retinex
theory including efficient naturalness restoration. Section III
describes the characteristics and novelties of the proposed
HW design which is implemented in the register transfer level
(RTL). Section IV discusses the results including the latency,
video quality, and resource utilization. Section V concludes
this article.

II. RETINEX THEORY AND ALGORITHMS

A. Concept of the Retinex Algorithm

The retinex theory proposed by Land and McCann [35]
mathematically shows that both reflectance and illumination
components enter the human eye when recognizing light;
however, the brain perceives the color information mainly by
the reflectance component. Therefore, even if the color and
brightness of different scenes are equally received by the eye,
the brain perceives the scene differently depending on the
composition of the reflectance and illumination components.
The image recognized by the human eye is expressed by the
product of the illumination and reflectance components, and
the reflectance component contains only the color information
of the object regardless of the intensity of the light. There-
fore, if the reflectance component can be extracted from the
input image, the dark area of an unidentifiable image can be
effectively restored through color restoration.

Based on the retinex theory, many researchers including
Jobson et al. [36], Terzopoulos [37], and Kimmel et al. [38]
propose algorithms for the color restoration of the human
optic nerve to apply for computer images. By using a specific
convolution filter, the illumination channel of the input image
is obtained and then the illumination channel is separated
from the original pixel to exclude the reflectance channel. The
reflectance channel accurately represents the color information
of each part in the input image. There are various methods to
estimate the illumination channel such as the inverse square
function proposed by Land [39], the exponential absolute
value proposed by Moore et al. [40], and the Gaussian filter.
Jobson et al. [41] suggest that using Gaussian filters is more
efficient than using other filters because a Gaussian filter
achieves good performance for wide dynamic ranges in various
spatial regions.
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B. Retinex Algorithm Using Gaussian Filters
The retinex algorithm using Gaussian filters, which shows

effective enhancement in dark areas, can be expressed as
follows. First, the input image I (x, y) is expressed by the
product of the illumination channel L(x, y) and the reflectance
channel R(x, y)

I (x, y) = L(x, y) × R(x, y). (1)

To obtain the illumination channel, the Gaussian filter kernel
F(x, y) is obtained using (2) and the input image and the
kernel are convolved (⊗) to obtain the illumination channel,
as shown in (3)

F(x, y) = K e−(x2+y2)/σ 2
(2)

L(x, y) = F(x, y) ⊗ I (x, y) (3)

where K represents the normalization factor which makes the
sum of all F(x, y) become 1 and σ represents the standard
deviation of the kernel which decides the shape of the filter.

To obtain the reflectance channel, the illumination channel
is separated from the input image in a pixel-wise manner and
this operation is expressed by the following logarithmic form:

R(x, y) = log I (x, y) − log(F(x, y) ⊗ I (x, y)). (4)

As described in this section, using a single-scale Gaussian
filter to estimate the illumination channel and to calculate the
reflectance channel is called the single-scale retinex (SSR)
algorithm.

C. Multiscale Retinex Algorithm
The Gaussian filter can be used to efficiently estimate the

illumination channel; however, using one Gaussian filter does
not reflect the delicate nature of the human eye. Especially
when an image has both high-frequency and low-frequency
regions, the SSR cannot achieve good quality. To reduce this
problem, Jobson et al. [36] propose the MSR algorithm which
uses several Gaussian filters with different scales.

The MSR algorithm uses several Gaussian filters of various
scales by adjusting the σn value and creates several kernels
Fn(x, y), as shown in the following equation:

Fn(x, y) = K e
− x2+y2

σ2
n . (5)

For each kernel, the reflectance channels Rn(x, y) are created
by using (6) and the weighted sum is obtained by using the
weight wn to create the MSR reflectance channel, RMSR

Rn(x, y) = log I (x, y) − log(Fn(x, y) × I (x, y)) (6)

RMSR =
N∑

n=1

wn Rn. (7)

The weight value wn is determined such that the sum from
w1 to wn becomes 1. Jobson et al. [36] proposes that using
three different σn and determining each wn to 1/3 generates
the best result.

By using the MSR, the retinex algorithm can be applied to
various frequency domains to effectively estimate the delicate
illumination channels; however, the output reflectance channel
is too extreme and unnatural to use. In addition, the MSR
algorithm requires large computational complexity because of
the utilization of several Gaussian filters.

D. Efficient Naturalness Restoration

To overcome these disadvantages of the MSR algorithm,
Wang et al. [42] propose a naturalness preserved enhance-
ment algorithm. Wang et al. [42] enhance the image using
the retinex algorithm and gain naturalness by adapting
the bright-pass filter to restrict the reflectance channel.
Shin et al. [32] propose an efficient naturalness restoration
algorithm, which has much less computational cost compared
to [42]. By using the maximum value of an RGB channel
called the intensity channel, the illumination channel can be
obtained by performing single-scale Gaussian filtering and
it is modified to obtain the reflectance channel by dividing
pixel-wise from the intensity channel. Furthermore, the illu-
mination channel is modified again and is recomposed with the
reflectance channel to enhance the dark areas of the image by
natural color restoration. It should be noted that the previous
research by Gao et al. [43] shows performance comparison
between different naturalness preserving retinex algorithms,
and the results show that Shin et al.’s algorithm [32] has
achieved lower computational cost even compared to the most
recent works especially when the image resolution is large.

Efficient naturalness restoration can be described as follows.
First, the L(x, y) channel is calculated with the maximum
value of the RGB channel from the input image I c(x, y)
as shown in (8). Then, the L(x, y) channel is filtered using
Gaussian kernel G(x, y) through convolution, which creates
the F(x, y) channel as shown in (9)

L(x, y) = max(I c(x, y)) (8)

F(x, y) = L(x, y) ⊗ G(x, y). (9)

Then, the weighting map channel w(x, y) is generated as
follows:

D(x, y) = |L(x, y) − F(x, y)| (10)

w(x, y) = D(x, y) ⊗ Gw(x, y). (11)

Next, the modified illumination channel Fm(x, y) is gen-
erated by (12). Subsequently, the original RGB channels are
each divided by the Fm(x, y) channel to create the reflectance
channel, as shown in (13)

Fm(x, y) = w(x, y) × L(x, y) + (1 − w(x, y)) × F(x, y)

(12)

Rc(x, y) = I c(x, y)/Fm(x, y). (13)

To gain naturalness, adaptive gamma correction is applied
to the Fm(x, y) channel and creates an Fenh(x, y) channel,
as shown in (14). γ (x, y) and α are derived by (15) and (16),
respectively, where m is the average value of the L(x, y)
channel

Fenh(x, y) = Fm(x, y)γ (x,y) (14)

γ (x, y) = (Fm(x, y) + α)/(1 + α) (15)

α = 1 + m. (16)

The original efficient naturalness enhancement algorithm
further modifies Fenh(x, y) via contrast enhancement using
data distribution; however, this requires calculation and the
updation of the histogram. This contrast enhancement method
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Fig. 1. Block diagram of the proposed architecture.

is suitable for a single image, but when adapted in a video
stream, it creates a blinking effect where the dynamic range
of the frame varies between frames. In addition, in our pro-
posed system, calculating and updating the histogram causes
frame unit latency. Therefore, we do not adapt the contrast
enhancement method and instead use the Fenh(x, y) channel
to calculate the final result by using the following equation:

Fc
final(x, y) = Fenh(x, y) × Rc(x, y). (17)

The main advantage of the efficient naturalness restoration
algorithm is excellent color restoration, improved natural-
ness in color representation, and low computational com-
plexity compared to the MSR algorithm. In this article,
the most efficient naturalness restoration algorithm proposed
by Shin et al. [32] is implemented in HW targeting an FPGA
device by applying novel optimization techniques for com-
plexity reduction and fast execution while taking advantage of
the properties of the target algorithm. A detailed description
of the implementation is presented in Section III.

III. RTL IMPLEMENTATION AND OPTIMIZATION OF AN

IMAGE ENHANCEMENT ALGORITHM FOR AN FPGA

A. Overview of the Proposed HW Design for Image
Enhancement HW

This section presents the HW implementation of the
efficient naturalness restoration algorithm proposed by
Shin et al. [32] verified with an FPGA to operate in real time.
Real-time FPGA implementation of the target algorithm is
challenging because it involves complex modules, such as
the Gaussian filter and exponentiation operation. In addition,
the target algorithm includes some variables that must be cal-
culated with all pixels in the entire frame, which is difficult to
implement without using a frame memory. Fig. 1 describes the
block diagram of the image enhancement HW design, which
efficiently overcomes these challenges. The proposed HW
design is implemented with seven main modules. Each module
is implemented to process the image enhancement algorithm in
real time by reducing the overall latency. In particular, the data
are processed as a stream between each module from the input
stage to use only the minimum line buffer without using the
frame buffer. In addition, the variables that require the entire
frame data are calculated from the previous frame to refrain
from generating frame-level latency. Furthermore, from the
input stage of the video, each HW module is implemented to
achieve a high-throughput processing one pixel per cycle. The
whole system is implemented in the Verilog HW description
language and Xilinx IPs, and the stream data are processed
using the AXI4 stream bus [44].

TABLE I

FIXED POINT PRECISION FOR EACH MODULE’S OUTPUT CHANNEL

The role of each module is described as follows. The
separate RGBL module separates the intensity channel from
the input image. The intensity channel is created by taking
the maximum value of the RGB channel. The Gaussian filter
module convolves the intensity channel with the predefined
Gaussian kernel to create the F channel, which is used for
illumination estimation. To calculate the convolution between
the kernel and the large pixel window with a low cost, a deli-
cate decision process that chooses the kernel size is used, and
a small line buffer instead of the frame buffer is utilized in this
module. The weighting map generation module calculates the
weight values that are used in the calculate Fm module, which
modifies the F channel to calculate the modified illumination
channel (i.e., Fm channel). The RGB creation module divides
the Fm channel from the RGB channels of the original image
in a pixel-wise manner to create the reflectance channels RR ,
G R , and BR , respectively. The calculate Fenh module performs
adaptive gamma correction with operations including expo-
nentiation by using Fm and the average of intensity channels.
Finally, the Fenh channel and reflectance channels, RR , G R ,
and BR are multiplied to create the output channel Ienh(x, y).
Calculating Fenh channel requires a very complex operation,
namely, exponentiation. A novel method of implementing the
exponentiation is introduced with mathematical developments
and optimization of the HW resources.

A software (SW) algorithm using double-precision floating
point is implemented in RTL with fixed-point precision to
reduce HW resources. The input image is represented by 8 bits
for each RGB channel, and each module is implemented in the
fixed-point precision with 13 fractional bits to minimize the
error. The fixed-point precision of each channel is described
in a Q-format in Table I.

Fig. 2 describes the output results of each module depicted
in the block diagram. Thanks to the effect of the retinex
algorithm, the reflectance channel R(x, y) dramatically boosts
up the color detail of the invisible dark areas in the input
image. However, the result of R(x, y) is boosted too much
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Fig. 2. Block diagram depicting output image of each module.

to lose color naturalness. Therefore, the result of R(x, y) is
multiplied with the Fenh(x, y) channel to create the final output
channel Ienh(x, y).

Sections III-B–III-D describe the efficient input data
processing method, a low-complexity implementation of the
Gaussian filter module with an approximation technique, and
efficient implementation of a nontrivial exponentiation opera-
tion.

B. Input Data Processing Without a Frame Buffer

For processing the input data, only a small line buffer is used
instead of a large frame buffer. Therefore, the whole system
does not use either large internal block memory, or additional
external memory. The entire module transmits and receives
image data by a simple data transfer method, AXI4-stream
bus, and the latency is minimized by designing the modules
to start sending outputs as soon as the required number of
pixels are given as the input data.

For the implementation of the modules that require a certain
amount of pixel data before the operation, the size of the line
buffer is minimized. For example, the Gaussian filter module
uses a pixel window of size N × N , which means that this
module requires a slightly larger line buffer than N to calculate
convolution as soon as the last pixel of the window is received.
In this article, a 29×29 window is used for the Gaussian filter
module, and consequently, 32 lines are buffered considering
the input and output latencies. The input pixels are received
in stream as raster scan order, and some of the input pixel
data as well as the filtered pixel data are used on the later
module. Therefore, 32 lines of the input data are stored in the
line buffer to be used in the Gaussian filter module as well as
the later module that uses the filtered data and the input data.

If the internal block memory is used as the frame buffer,
a single frame requires 49 Mb of memory for an FHD
resolution image. If the frame buffer uses a large resource
from the limited internal block memory, other modules cannot
utilize the internal block memory sufficiently, and the frame
buffer also consumes significant power. If the frame buffer
uses the external memory, an extra module is required to
control the data transfer from the external memory, which

leads to additional HW resource utilization. Moreover, if the
line buffer is used instead of a frame buffer, the internal
block memory resource can be saved considerably because
the required number of pixels to be stored is the number
of required lines multiplied by the image width. In addition,
it can prevent the use of additional HW resources because the
external memory is not required.

C. Approximation in the Gaussian Filter Module

The Gaussian filter module in the target algorithm plays an
important role in image enhancement. The σ value affects the
performance of the whole system, and the target algorithm
achieves better performance if σ has a larger value. However,
a larger σ value requires a larger filter size, which leads to
utilizing more HW resources, such as BRAMs and DSPs.
Furthermore, it increases the line buffer size to store the
number of pixels, which results in the increase of the latency
between input and output.

1) Decision of the Parameters and the Optimum Filter Size:
The Gaussian kernel is created using σ = 10 to enhance the
dark area of the image clearly. Fig. 3 shows the results of
the target algorithm according to the σ value of the Gaussian
filter. As the σ value increases, the image contrast is enhanced.
However, its performance is low when enhancing dark areas.
The proposed design aims to improve the details of invisible
dark areas on an image; thus, excessively high σ value is
unnecessary. As shown in Fig. 3, the dark part reflected on the
window improves the most when the σ value is 10 or 20, and
consequently, σ is set to 10 because a larger σ requires more
HW resources. As mentioned previously, the kernel coefficient
value is set to 13-bit fixed point so that the filter size for all
the Gaussian coefficients having nonzero values is 53 × 53.
(Note that in the case of σ = 20, the filter size is 120 × 120.)
However, the coefficient value, which is far from the center,
is very small; thus, applying the concept of approximation
computing by implementing with a smaller filter with sim-
ilar shape does not affect the subjective quality. A smaller
filter size results in fewer line buffers to use less internal
block memory, thereby greatly reducing the HW resources.
Therefore, the 29 × 29 filter size is used in consideration of
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Fig. 3. Retinex result of different Gaussian filter shapes decided by the sigma value. (a) Original image. (b) σ = 2.5. (c) σ = 5. (d) σ = 10. (e) σ = 20.
(f) σ = 40. (g) σ = 80.

Fig. 4. Normalization factor value of different Gaussian filter sizes.

the tradeoff between performance and HW resource (see the
B1 results in Section IV). The Gaussian coefficient values are
normalized to make the sum equal to 1 by the normalization
factor, which is the sum of the coefficients of the small filter.
If the normalization factor has a larger value, the output of the
Gaussian filter has a larger error. Fig. 4 shows the value of the
normalization factor according to the filter size when σ = 10.
When the filter size is 29 × 29, the normalization factor is
0.9599, which does not create a noticeable error, and the size is
small enough to effectively reduce HW resources. If a smaller
filter size is chosen, the gradient of the normalization factor
increases exponentially, and the error exhibits the same trend.
Fig. 5 depicts the shapes of the approximated kernel and the
original kernel. It is observed that there is almost no difference
between the two kernels. However, if the size of the filter is
smaller than 29×29, the shape difference becomes noticeable
and the error generated in the Gaussian filter module becomes
significant.

2) Approximations on Convolution: The HW resources used
in the Gaussian filter module are reduced by replacing the
fixed-point multiplication operation with shifter and adder
operations. Instead of multiplying the 13-bit fixed point of
Gaussian coefficients, each coefficient is modified to use at
most three shifters and two adders. The i th Gaussian coeffi-
cient fi is defined as in (18), and the multiplication between
fi and pixel p is described as (18)

fi = 2ai ± 2bi ± 2ci (18)

p ∗ fi = p � ai ± p � bi ± p � ci . (19)

TABLE II

APPROXIMATED GAUSSIAN FILTER KERNEL OF SIGMA 10

Fig. 5. Gaussian kernel shapes of full-size filter and approximated filter.

The 13-bit fixed-point coefficient of the modified kernel and
the equation notation of fi from number 1–15 are presented
in Table II. The coefficient values of number 16–29 are
symmetrical with the previous coefficients. The difference
between these two values is negligible; thus, by using shifters
and adders, Gaussian filter multiplication is implemented with
reduced HW resources.
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Fig. 6. Padding edge pixels to form a Gaussian filter window. Coordinates
of pixels are marked on each pixel.

Finally, to implement a Gaussian filter of size 29×29, a line
buffer of size 1920×32 is utilized. Instead of using a 2-D filter,
where 29 × 29 operations between a pixel and a coefficient
value are required for convolution, two 1-D filters are used
vertically and horizontally to reduce the number of operations
to 29×1 plus a small number of additional adders. For filtering
the edge of the image, the pixel window contains an inexistent
area of the image. To overcome this problem, a method of
constructing a Gaussian window by padding the edge area
is shown in Fig. 6. As shown in Fig. 6, the pixel value of
this part is used by copying the edge part of the image when
applying 1-D filtering to the pixel at the required position,
so that additional memory and latency are not generated.

D. Implementation of Exponentiation Operation

The module for calculating Fenh computes the adaptive
gamma correction on the Fm channel using the average
value of the intensity channel to create the Fenh channel.
Calculating the Fenh channel for each pixel is expressed
in (14). To calculate Fenh(x, y), an exponentiation operation is
required. Both the base and the exponent are variables in this
operation, and consequently, this operation is nontrivial and
very complicated to be implemented in RTL. In this article,
the exponentiation HW module with minimal HW resources
is optimized considering the bit width required for the image
enhancement algorithm.

The proposed exponentiation HW module is implemented
by decomposing the operation with base 2 logarithm and
exponential operation. By substituting the base and the expo-
nent as x and y, respectively, the exponentiation equation to
calculate Fenh(x, y) in (14) is written with base 2 logarithm
and exponential as follows:

BaseExponent = 2Exponent×log2Base. (20)

The exponent part of (20) is composed by a multiplication of
Exponent and log2 Base. To calculate this exponent, the multi-
plication and logarithm operations are required. The exponent
part is expressed as the sum of the integral part (Iexp) and the

Fig. 7. Block diagram of the proposed exponentiation function.

fraction part (Fexp) as follows:
Exponent × log2 Base = Iexp + Fexp. (21)

By expressing the exponent as the sum of these two parts,
exponentiation in (20) is expressed as follows:

2Exponent×log2Base = 2Iexp+Fexp = 2Iexp × 2Fexp . (22)

The base 2 exponential of the integral part is replaced with
shift operation; thus, the entire operation is expressed as
follows:

2Iexp × 2Fexp = 2Fexp � |Iexp|. (23)

It should be noted that the input variable Base of the expo-
nentiation used in this article always has a range smaller
than 1; thus, the absolute value of Iexp can be used for
the right-shift operation, as shown in (22). By decomposing
the exponentiation operation, it is obtained by multiplying,
adding, shifting, base 2 logarithm and exponential operations.
Multiplying, adding, and shifting can be performed in less
than one cycle in RTL; however, the base 2 logarithm and
exponential operations still require complex implementation.
Two LUTs are used to perform the logarithm and exponential
operations because both the range of the input value and the
output bit width is fixed in the efficient naturalness restoration
algorithm. Decomposed exponentiation operation using LUTs,
a multiplier, and a shifter are depicted as an RTL block
diagram in Fig. 7.

The sizes of the two LUTs decide the HW resource utilized
in this module. Each LUT has its own input and output bit
width, and the size of each LUT is decided by the bit width.
The size of the LUT is expressed as follows:

Size(LUT) = 2nbits,in × nbits,out. (24)

As shown in (24), the output bit width nbits,out affects the
LUT size linearly while the input bit width nbits,in affects
it exponentially. Therefore, the appropriate selection of the
input bit width for each LUT is critical. In this article, bit
width is chosen by analyzing the error caused by selecting the
fixed-point bit width.

As we have implemented the operation to function with
a specific purpose of image enhancement, the range of the
possible input and output values is set. The range of the
base is 0 ≤ Fm(x, y) ≤ 1, where 0 indicates that the input
image is entirely black, and 1 indicates that it is entirely
white. The range of the exponent is (1/2) ≤ γ (x, y) ≤ 1,
where 1/2 indicates that the input image is entirely black and
1 indicates that it is entirely white. Based on these ranges,
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Fig. 8. Error analysis of the two LUTs according to the input bit width.

experiments have been conducted to analyze the error for all
possible calculation of BaseExponent and the results are depicted
on Fig. 8.

The max error is calculated from the difference between
the implemented exponentiation function and the MATLAB
double-precision power function. As shown in the graph
in Fig. 8, both LUTlog2 and LUTexp2 have the minimum
error when the input bit width is 12 bits. It is noteworthy
that the max error value remains constant even if the bit
width is larger. The max error is 1/212, which is the unit
difference of the 12-bit fixed point used as the output of the
overall exponentiation. This implies that a function with max
error 1/212 will produce either the most or the second most
accurate calculation result when rounded to the nearest 12-bit
precision. Therefore, we have created LUTs with input bit
widths of 12 bits. The size of each LUTs is 49 kb.

This HW module of exponentiation operation is imple-
mented efficiently with minimal HW resource while hardly
affecting the performance. Therefore, the HW module for
image enhancement, such as the Gaussian filter, can afford
to utilize sufficient resources to utilize BRAMs and DSPs.
In addition, the decomposition of the complex operation to a
few simple operations saves the number of cycles required to
perform the operation, and consequently, the proposed design
with a low latency is suitable for real-time image processing.

E. HDMI/DVI Compatibility With Negligible Latency

Many commercial video devices transmit and receive video
data through the HDMI or DVI port for input and output;
thus, the proposed FPGA system is designed to support the
HDMI/DVI interface. For the input, the Digilent FMC-HDMI
expansion card is used, and for the output, the built-in HDMI
output port of ZC706 evaluation board is used. It is worth
mentioning that DVI port can be used with the HDMI port
with a simple gender. The video data received from the HDMI
port are transferred to the image enhancement module using
the AXI4-stream bus without holding the data in any form of
a frame buffer and are transmitted to the output HDMI port
using the same bus protocol. All the data are transmitted at
the rate of one pixel per cycle, which is the same as the video
stream data transfer protocol.

For this compatibility to be a great advantage, it is important
to eliminate any latency in the communication between the
devices and the image enhancement HW module. As described
in Section III-A, a use of a line buffer instead of a frame buffer

Fig. 9. Value of α on consecutive frames on a 60 frames/s video.

makes it possible to implement the proposed image enhance-
ment HW module with negligible latency, and consequently,
it interacts smoothly with commercial devices. It should be
noted that the proposed system creates a latency of only a
half the line buffer size, which results in a very small latency.

Furthermore, an additional implementation technique to
achieve negligible latency is applied to the Fenh channel.
The Fenh channel requires a variable α, which is calculated
using the average of the channel values of the entire frame.
However, the derivation of α using the current frame creates
at least a single frame delay. Therefore, the average of the
intensity channel is calculated from the previous frame to
prevent a delay of an entire frame. Experimental results show
that the derivation of α using the previous frame does not
create a noticeable error because the target video operates at
60 frames/s and therefore two consecutive frames have very
little difference in their average of intensity. Fig. 9 shows the
value of α for first 100 frames of several video sequences.
As the frame changes, the value of α changes with a relatively
large difference; however, the average difference between two
consecutive frames is only 0.001272, which is 0.08% of the
average α. The largest difference between two consecutive
frames is 0.01687, and this is only 1.14% of α. This shows
that in most cases, sudden change of α is unexpected, and it
is reasonable to use the α calculated from the previous frame.

However, despite the rarity of the case, the system can
suffer from the sudden change of the frame which leads
to inappropriate usage of α. Even when the α is misused,
the retinex algorithm functions normally and restores color
information successfully, but the overall intensity is affected.
However, when the scene is dramatically changed, it is likely
to be in the process of moving the region of interest for
the observer, and the importance of the observing this scene
would be very low. Because the importance of observing the
dramatically changing scene is very low, and this case is
rare according to Fig. 9, the α calculated from the previous
frame can be used for low latency design in the proposed HW
implementation without performance degradation.

In conclusion, the proposed HW module operates with
negligible latency and supports the HDMI/DVI port; thus,
it can be used with various commercial devices in which image
enhancement is required.
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Fig. 10. Images with strong sunlight. (a) Original image. (b) Full-size filter. (c) Approximated filter.

TABLE III

LATENCY COMPARISON BETWEEN FRAME BUFFER AND LINE BUFFER

1920 × 1080 60 FRAMES/S VIDEO AT 148.5 MHz, 1 PIXEL PER CYCLE

IV. RESULTS AND DISCUSSION

A. Real-Time System With Negligible Latency

The proposed HW module processes the input of FHD
resolution in real-time (i.e., 60 frames/s) and creates the output
sequence with the same resolution and frame rate. The imple-
mented module operates with the AXI4-stream bus, which
transmits the video stream at the rate of one pixel per cycle;
thus, a minimum clock frequency of 1920×1080×60125 MHz
is required to satisfy FHD 60 frames/s throughput. In gen-
eral, the video processing module supported by Xilinx uses
148.5-MHz clock frequency to process an FHD 60 frames/s
video [45]; thus, the proposed system is also designed to
operate with 148.5-MHz clock frequency. The increased clock
frequency improves the throughput, but it also causes large
power consumption. Therefore, a proper clock frequency is set
to obtain the desired throughput while avoiding unnecessary
power consumption.

As mentioned above, it is important to minimize the latency
between the input and output videos because of the character-
istics of the image enhancement system. Therefore, the latency
is minimized through the proposed design method that does
not use the frame buffer. Table III shows the comparison
of the number of required cycles and latency between input
and output videos according to the data processing method.
When using a frame buffer, a delay of one frame or more is
inevitable, resulting in a latency of at least 13.96 ms based on
the FHD 60 frames/s video at 148.5 MHz. If double or triple
frame buffers are used, the latency is even increased. On the
other hand, the use of a line buffer minimizes the latency
generated while processing the pixel data.

Among various modules used in this design, the Gaussian
filter has the most complicated structure and generates the
most latency. The Gaussian filter module with a 53 × 53 filter
generates a latency of at least 0.349 ms even if the line buffer
is used. This means that it is possible to create a filter window
and process the Gaussian filter with a very low latency of 2.5%
compared to that produced using a frame buffer. The idea of
approximated computing is additionally applied to the design
of the Gaussian filter to construct a 29 × 29 window, and
consequently, the latency of the module is further decreased
to 0.194 ms (57.3% reduction as compared to that using a
53×53 filter). The overall latency including the Gaussian filter
module and all the other modules is measured as 0.241 ms,
which is only 1.7% of that produced using a frame buffer.
Therefore, it is possible to eliminate the latency between the
input and output in commercial display devices satisfying FHD
60 frames/s even at 148.5 MHz. The value of 0.241 ms is only
2.67% of the smallest input lag of commercial display devices
(9 ms) [46]; thus, the latency is unnoticeable even when the
input and the output videos are displayed side by side.

B. Evaluation and Comparison of Image Quality

To show that the approximated computing does not degrade
the subjective quality, Figs. 10–12 depict the results of three
cases (i.e., original image, enhanced image with a full-
size filter, and enhanced image with an approximated filter)
with three test images provided at NASA retinex image
processing webpage [47], and Fig. 13 depicts the results of
three cases with the images inside the artificially generated
internal human abdominal captured by a laparoscopy camera.
As shown in these figures, a clear difference is observed
between the original image [i.e., (a)] and the full Gaussian
[i.e., (b)]/approximated Gaussian [i.e., (c)] images because
the retinex algorithm improves the dark area of the image.
Moreover, difference is unnoticeable between the results of the
full-size Gaussian filter and the results of the approximated
29 × 29 Gaussian filter. Even in the enlarged part of each
image, the results of both the full and approximated filters
show the same effect on improving the dark part and the
details are maintained in both images. In Fig. 10, the edges
of the tire and the details of the boy’s head are improved
and, in Fig. 11, the restoration of the details of the girl’s face
and the invisible leaves in the background are retained in the
approximated filter. In Fig. 12, the detail of the leaves and
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Fig. 11. Images with dark reflection area on a tinted window. (a) Original image. (b) Full-size filter. (c) Approximated filter.

Fig. 12. Images with loss created by shadows. (a) Original image. (b) Full-size filter. (c) Approximated filter.

Fig. 13. Images of a phantom taken with a laparoscopic camera. (a) Original image. (b) Full-size filter. (c) Approximated filter.

TABLE IV

AVERAGE OF ABSOLUTE DIFFERENCE BETWEEN FULL-SIZE
FILTER AND APPROXIMATED GAUSSIAN FILTER

the color restoration of the building wall is also maintained.
In Fig. 13, the effect of improving the details of the artificial
organ is not different between the two filters. This result shows
that the effect of improving the dark part is reliably maintained
even if approximation computing is applied to the Gaussian
filter.

Table IV presents the average absolute difference per pixel
between the results of the target algorithm using the full-size

Gaussian filter and the result of approximation computing for
the same four images. The results show that there is less
than 0.42-pixel difference in all images and the average differ-
ence is approximately 0.33 per pixel. The average difference
of 0.33 per pixel is 0.1% error rate, which is smaller than the
unit difference of 8-bit precision pixel. This result shows that
the approximate computing with a small-sized Gaussian filter
does not make a significant difference in performance.

C. Evaluation of FPGA Implementation

The proposed design for image enhancement is imple-
mented using the Xilinx ZC706 evaluation board. All image
processing modules are implemented using only FPGA
resources without access to an external memory. The effect
of resource saving by applying the approximate computing
to the Gaussian filter (i.e., using a reduced-size filter and
replacing the multiplier with shifters and adders) is shown
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TABLE V

RESOURCE COMPARISON OF APPROXIMATED GAUSSIAN FILTER

in Table V. When approximation computing is applied, only
35.61% of the slice LUT, 58.42% of the slice register, and
42.86% of the memory are used compared to those used
with a full filter design, and the DSPs are not used at all.
Nevertheless, the subjective quality degradation is negligible
as shown in Figs. 10–13, and summarized in Table IV.

Table VI represents the FPGA implementation resource
utilization. The Gaussian filter module uses the most resources
in the entire system. Therefore, the approximate computing
of the Gaussian filter module effectively reduces the overall
HW resources. In addition, it is possible for the proposed HW
module to be used as a preprocessing system in other complex
image processing modules to be implemented in a single
FPGA board because the utilization ratio of the proposed HW
module in the entire FPGA board is very low because of the
low-cost implementation.

D. Comparison of FPGA Implementation

Table VII shows the comparison with the previous FPGA
implementations of the retinex algorithm using Gaussian
filters, developed by Li et al. [27], Ustukov et al. [28] and
Marsi and Ramponi [29]. The target FPGAs and the target
resolution of the previous implementations differ from those
of the proposed implementation; thus, a reasonable metric
is required to compare the HW with regards to different
specifications.

To generate a reasonable comparison metric, each resource
of different types, namely, LUT, register, block memory, and
external memory@comm is normalized into memory bits
according to the user guide of each FPGA fabric [48], [49].
In [48], the work is implemented on Xilinx Virtex-4, and each
LUT and register used can be substituted with 16-bit memory.
The work in [49] and the proposed system are implemented
on Virtex-7 and Zynq7000, respectively, and these seven-
series FPGA’s LUT and registers can be used as 32-bit
memory. In Marsi’s [29] work, the system is implemented on
Cyclone III. According to an article analyzing the difference
between the two FPGA fabrics [50], one unit of the logic
element used in Cyclone III is 1.3 times larger than one unit of
LUT used in Virtex-4, so the resource utilization is converted
into the estimated amount of LUTs of Virtex-4. This method
of normalizing HW resources between different FPGA fabric
usages for comparison has been adopted by Choi [51].

The eighth row of Table VII shows the normalized HW
resources in megabits. As shown in Table VII, even without
considering the throughput of the entire system, the proposed
system utilized the least amount of resources because all

three systems from the previous works utilized the frame
buffer while the proposed system used the line buffer instead.
The proposed system requires only 89.37% of the resources
for [27], 20.78% of that for [28], and 41.51% of that for [29],
while also exhibiting an improved throughput.

The throughput of the system is considered and the nor-
malized HW resources per 1000 pixels (i.e., resource per
throughput) are calculated in the ninth row of Table VII. The
throughput can be calculated by considering the resolution and
the frame rate. While considering the throughput, the proposed
system utilizes only 5.96%, 3.08%, and 6.92% of the resources
required for [27]–[29], respectively.

To demonstrate that the proposed system achieved low-cost,
a comparison with HW implementations of local tone mapping
algorithms proposed in [52] and [53] is shown in Table VIII.
Because the complexity and the performance of the algorithms
differ, a direct comparison of the resource usage may not be
simple. However, it is comparable in some fashion, as these
different algorithms function to enhance low dynamic range
images to high dynamic range images. It should be noted that
the algorithm used for tone mapping is much less complex
than the retinex algorithm used in the proposed system [54].

Two studies using tone mapping and HDR method use
a smaller size Gaussian filter; a 4 × 4 filter is used
by Licciardo et al. [52] and a 5 × 5 filter is used by
Ambalathankandy et al. [53]. Because the filter size plays a
crucial role in determining the resource size, the comparison
of the resource usage is based on the estimation of the HW
resource, assuming the use of a 5×5 Gaussian filter instead of
the 29×29 for the proposed system. The resources used for the
proposed system are estimated by substituting the utilization of
Gaussian filter of Table VI with the resources of the weighting
map generation module, because a 5 × 5 sized Gaussian filter
is used in this module.

The comparison between these works is also based on the
normalization methodology stated earlier. The resource unit of
Virtex-6 is similar to that of the seven series, and each LUT
and register can be considered as 32-bit memory [55]. The
resource usage of [53] is converted using the same method
used to convert [29].

As shown in Table VIII, the proposed system utilized
94.51% of the resources used in [52] and 120% of the
resources used in [53]. The resource usage is similar,
or slightly larger, compared to other implementations. How-
ever, because the complexity of retinex is at least 168%
greater than that of the local tone mapping algorithms as
found in [54], we can assume that the proposed system
successfully implemented the more complex algorithm with
relatively low-cost HW resources.

E. HDMI/DVI Compatibility With Consumer Devices

The proposed FPGA implementation is tested by connecting
it to the computer HDMI output, DVI output, and general
display devices at FHD 60 frames/s. In addition, the proposed
HW module is tested by connecting it to Karl Storz’s Image
1 Hub image processor and Sony LMD-2760MD medical
display. Karl Storz is a leading manufacturer of endoscopic and
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TABLE VI

RESOURCE UTILIZATION OF SELECTED MODULES OF THE PROPOSED SYSTEM

TABLE VII

COMPARISON RESULTS OF HARDWARE PERFORMANCE

TABLE VIII

COMPARISON RESULTS OF HARDWARE PERFORMANCE OF SIMILAR ALGORITHM IMPLEMENTATION

laparoscopic devices and is used by many medical researchers
and hospitals [56], [57]. The Sony medical display is a
widely used medical device because of its high-quality display
capability. Therefore, verification with these devices validates
the compatibility and commercialization possibility of the
proposed HW module.1

V. CONCLUSION

In this article, the algorithm used for improving the dark
part of an image is implemented using an FPGA with a
low-cost design to operate in real-time while maintaining
the image quality. For a low-cost HW design, the efficient

1The real-time demo of the proposed retinex HW module connected to
consumer devices can be found at http://capp.snu.ac.kr/?p=research#Demos.

naturalness restoration algorithm is selected instead of MSR;
the frame buffer is removed and complex modules, such
as the Gaussian filter or exponentiation, are approximated
and optimized considering the tradeoff between performance
and HW resources. As a result, the proposed HW module
implemented using an FPGA operates at 60 frames/s in real
time with the FHD resolution even at a low operating clock
frequency of 148.5 MHz, and the latency between the input
and the output is unnoticeable. The proposed system saves
up to 79.22% of HW resources compared to the existing
retinex HW design without a noticeable subjective quality
degradation. Furthermore, it can be used in various systems
because of its high compatibility with commercialized video
devices thanks to the support of the HDMI/DVI port. The
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proposed design is expected to be widely used in real-time
video processing where the improvement in dark areas is
required.
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