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Abstract—This brief presents a dedicated FPGA implementa-
tion of the Gaussian TinyYOLOv3 accelerator using a streamline
architecture for object detection in mobile and edge devices. The
proposed accelerator employs a hardware-friendly shift-based
floating-fixed MAC operator and shift-based quantization method
that significantly reduces hardware resources and minimizes
accuracy degradation. The pipelined streamline architecture
maximizes hardware utilization and stores all parameters in on-
chip memory to minimize external memory access. Moreover, the
Gaussian modeling-based performance enhancement technique
is effectively processed in the programmable system to address
the low accuracy issue in lightweight models. The proposed IP
implemented on Xilinx XCVU9P achieves a processing speed of
62.9 FPS and an accuracy of 34.01% on the COCO2014 dataset,
which demonstrates the superiority of the proposed accelerator
over prior research in terms of the trade-off between throughput,
hardware resources, and model accuracy.

Index Terms—Convolutional neural network (CNN), field-
programmable gate array (FPGA), hardware accelerator, object
detection, streamline architecture, TinyYOLOv3.

I. INTRODUCTION

W ITH the recent rapid development of artificial intelli-
gence (AI) models, AI is being increasingly used in

various fields, such as computer vision and natural language
processing. Among them, object detection based on convo-
lutional neural networks (CNNs) is being commercialized
not only for autonomous driving, security, medical equip-
ment, and military equipment [1], but also in various mobile
fields closely related to users [2]. In particular, the YOLO
model, a representative object detector, is widely used in
practical applications owing to its superior trade-off between
accuracy and computational complexity compared to other
models [3]. However, even the YOLO model has limitations
in real-time operations on ubiquitous mobile/edge devices
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with limited hardware resources and battery capacity because
it requires numerous parameters and computations [4]. To
address this issue, attempts have been made to use vari-
ous platforms with embedded GPUs for object detection in
real-time [2], [5]. However, GPUs exhibit drawbacks such as
significant power consumption and a lack of cost-effectiveness,
making the optimization of specific model implementations
challenging [4], [6].

As a solution, low-power/high-performance CNN accel-
erators based on field-programmable gate array (FPGA)
platforms that offer excellent power efficiency and design
flexibility are receiving increasing attention, and numerous
studies have been conducted [7], [8], [9], [10], [11], [12].
Yu and Bouganis [7] are the first to implement a parameter-
izable FPGA-tailored architecture for TinyYOLOv3, optimiz-
ing latency-sensitive applications for deployment on low-end
devices with strict resource constraints. However, this archi-
tecture has the limitation of causing significant degradation
in accuracy. Ahmad et al. [8] achieved high throughput
and relatively low power consumption by accelerating the
TinyYOLOv3 model through a hardware/software co-design
approach; however, this method has the limitation of focus-
ing only on accelerating the convolution (CONV) operation
rather than the entire CNN. Adiono et al. [9] implemented
all layers in TinyVOLOv3 on the hardware and specifically
designed the dataflow and control flow in a hybrid architecture
to asynchronously perform data processing and computation
processes. However, it has the limitation of relatively low
throughput, making it difficult to support real-time opera-
tions. Pestana et al. [10] implemented a prototype FPGA
including a configurable and scalable core for TinyYOLOv3
and TinyYOLOv4 to achieve high frames per second (FPS).
However, this design has the limitation of being accompa-
nied by significant degradation in accuracy. Sharma et al. [12]
achieved high throughput by designing a well-pipelined and
re-configurable hardware accelerator layer; however, it has
the limitation of requiring a relatively large amount of hard-
ware resources. In summary, there is a shortage of practical
accelerator research that considers optimization from both the
algorithm and architecture perspectives in terms of compre-
hensive trade-offs, such as accuracy, throughput, and hardware
resources.

To overcome the limitations of previous studies, this brief
proposes an optimal TinyYOLOv3 accelerator that applies
various techniques across algorithms and architectures. The
contribution of this brief is summarized as follows:

• Through the design of a fully pipelined streamline archi-
tecture, all layers are designed to operate in parallel to
maximize hardware utilization. In addition, excluding the
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Fig. 1. The structure of the Gaussian TinyYOLOv3.

Fig. 2. Block diagram of the overall architecture.

activations of the route and YOLO layers, all parameters
are pre-loaded into the on-chip memory, and all opera-
tions are designed to be computed only with the on-chip
memory, thereby minimizing external memory access and
improving the throughput.

• By designing hardware-friendly shift-based quantization
and a shift-based floating-fixed multiplication and accu-
mulation (MAC) unit, hardware resource-saving and
throughput improvement are achieved with minimal accu-
racy degradation. In addition, Gaussian modeling in the
YOLO layer is implemented in the processing system
(PS) of FPGA to minimize the accuracy drop.

• The proposed design is fully implemented on Xilinx
XCVU9P and achieves more than 1.7× higher throughput
(351.1 GOPS) and 0.91% higher accuracy (34.01% on
the COCO2014 dataset) with relatively fewer resources
compared to the existing state-of-the-art study [13].

II. PROPOSED ARCHITECTURE

A. Overall Architecture

The structure of the Gaussian TinyYOLOv3 model and the
overall architecture of the proposed accelerator are illustrated
in Fig. 1 and Fig. 2, respectively. In contrast to the recursive
architecture that performs the layer operations sequentially
and repeatedly by implementing a general-purpose processing
engine that can handle the entire model computation process,
in the designed streamline architecture, all layer operation
units are pipelined and fully utilized by implementing the
optimized operation units for each of the 13 layers, except
for the Gaussian YOLO layer. The global controller controls

Fig. 3. Block diagram of the processing unit module for each layer.

Fig. 4. Block diagram of the convolution processing unit.

the overall data flow and external memory access, and the
pre-fetcher determines and controls whether to perform a pre-
fetch for data that require memory read. Here, we implement
the streamline architecture to store the parameters (i.e., weight
and activation) of all layers except for the fifth layer required
by the route layer in on-chip memory (i.e., In/Out Buffer);
thus, external memory access for parameter fetch can be min-
imized and high throughput can be achieved with a pipeline
scheme. The FPGA PS is designed to handle post-processing,
such as Gaussian modeling operations in the Gaussian YOLO
layer, which are inefficient to implement in the FPGA PL.

B. Processing Units

The fundamental design of the layer processing unit (PU) in
this brief follows the structure illustrated in Fig. 3. The input
data are stored in the input buffer (i.e., Act. Buffer in Fig. 3)
and passed to the sliding window module. The sliding window
module generates a 3×3 window, allowing the input data to be
used as the input for the CONV module. A CONV operation
is then performed using the activation extracted from the 3×3
window and the weight and bias extracted from the parameter
buffer. The data resulting from the CONV operation are passed
through the batch normalization (BN) and activation modules
(i.e., Leaky ReLU) before being fed into the quantization mod-
ule. If the layer includes max-pooling, the PU for that layer
is implemented using a max-pooling operation module.

The configuration of the CONV PU is shown in Fig. 4. In
this brief, CONV operations using floating-point weights and
fixed-point features are replaced with shift operations based on
the proposed 8-bit shift-based quantization, resulting in a sig-
nificant reduction in hardware resource. Detailed information
on shift-based quantization and the supporting MAC operator
is provided in Section III-C. Additionally, to reduce the com-
plexity of BN operations following CONV, BN folding [14]
is applied that replaces existing complex operations with the
simple addition of bias. The commonly used alpha value for
the Leaky ReLU function is 0.01. However, in this brief, to
efficiently handle multiplication operations, the alpha value is
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Fig. 5. Block diagram of the max pooling unit.

approximately used as 0.09375 (=2−4 + 2−5). To implement
this approximate Leaky ReLU module, the sign of the input is
first checked using a multiplexer (MUX) in the corresponding
module. If the MUX value is 1, the input is directly output;
whereas if it is 0, the values shifted by 4 and 5 are added
to replace the multiplier operation, thereby saving the hard-
ware resources of the activation module. Finally, the values
from the 16-bit accumulator are quantized to 8-bit through the
quantization module and sent as input data to the next layer.
In the next layer, a CONV operation is performed using this
quantized activation and the pre-quantized weight in weight
buffers.

The max-pooling module is configured as shown in Fig. 5.
Depending on whether the row of input data is odd or even, the
order of the operations is implemented differently to minimize
line buffer use. For odd rows, the data for odd columns are
first stored, and the larger value between the odd column data
and the even column data is stored in the line buffer. For even
rows, the same method as for odd rows is applied to compare
the column data values of odd and even rows. Finally, max
pooling is performed by comparing the larger value with the
data stored in the line buffer. This structure enables efficient
max-pooling operations by utilizing a line buffer with a size
that is half the row size of the input feature map.

C. Floating-Fixed MAC With Shift-Based Quantization

In the design of CNN-based hardware accelerators, the
CONV module consumes a significant amount of hardware
resources, with multipliers generally accounting for the largest
portion. Consequently, various studies have been conducted on
efficient MAC design methods [15]. In particular, [16] demon-
strated that using a mixed form of floating-point and fixed-
point representations can reduce the number of multipliers and
the complexity of shifters compared to using only fixed-point
multipliers when the bit-width is relatively small (e.g., 8-
bit or less). Based on these result, this brief designs a
TinyYOLOv3 hardware accelerator by applying a floating-
fixed MAC (FF-MAC) operator that quantizes weights and
activation maps into 8-bit floating-point and fixed-point for-
mats, respectively, and performs CONV operations with these
quantized parameters. In particular, to design a more effi-
cient MAC than that in [16], this brief proposes the FF MAC
operator that applies shift-based quantization techniques to
minimize hardware resources.

1) Shift-Based Quantization: The proposed shift-based
quantization calculates the input activation scale (IS), weight
scale (WS), and accumulate scale (AS) for each layer based
on the minimum and maximum values of input activations,

weights, and accumulate activations of each layer, and per-
forms layer adaptive linear quantization with these parameters
as follows:

shift = AS − ((IS + M) − (E − B)) (1)

where M, E, and B correspond to the mantissa bit, exponent,
and bias of the weight, respectively. The difference between
the proposed and existing techniques is that IS and AS are
used to unify the shift operation direction within shift-based
FF-MAC. In the existing FF-MACs, many hardware resources
are required in the process of determining the shift direction
and shifting to the other direction due to the non-uniform shift
direction. In contrast, in this brief, the shift direction is uni-
fied in advance to one direction through (1). We unify the
shift direction for each layer by adjusting the AS value. For
example, in the case of a layer to unify the shift value into
a positive number, if the shift value is already positive with
the existing AS value, this AS is used as it is, but if the shift
value is negative with the existing AS value, the AS value
is adjusted to the minimum so that the shift value becomes
a positive number. The shift direction unified through AS is
determined as a more dominant sign in the sign distribution
of shift values within the layer when the existing AS value is
used. The finally determined shift value is used for the quan-
tized weights of shift-based FF-MACs in the {sign, mantissa,
shift} format.

2) Floating-Fixed MAC: After the shift value is determined
through model training including shift-based quantization, the
CONV unit in Fig. 4 loads and uses this value. We perform
the MAC operation using quantized 8-bit floating weights in
{sign(1b), mantissa(3b), shift(4b)} format and quantized 8-bit
fixed-point input activation in {sign(1b), integer(3b), frac-
tion(4b)} format. The proposed MAC operator first multiplies
the 8-bit input activation and 4-bit weight excluding the shift
part. After that, the resulting value is shifted by the weight
shift value according to the shift direction determined for each
layer, and subsequent values are continuously accumulated. To
this end, the proposed shift-based FF-MAC in Fig. 4 is imple-
mented with a multiplier for 8-bit activation and 4-bit weight,
a shifter according to the weight shift value, and an accu-
mulator. Consequently, the proposed quantization method and
supporting MAC operator demonstrate more efficient hardware
performance while maintaining minimal accuracy degradation
compared with fixed-point multipliers.

D. Gaussian YOLO Processing

The Gaussian TinyYOLOv3 model is similar in structure
to the TinyYOLOv3 model but uses a Gaussian YOLO layer
instead of the final YOLO layer for object detection. The
existing YOLO layer has only bounding box (bbox) coor-
dinates and class probability information; thus, there is no
indicator of how much the bbox matches the object. In con-
trast, Gaussian YOLO layer [5] applies Gaussian modeling
to the bbox for calculating the mean and variance of each
coordinate, redesigns the loss function, and utilizing the out-
put variance as uncertainty in post-processing tasks such as
non-maximum suppression (NMS) in order to substantially
compensate for the relatively low accuracy of lightweight
object detectors while maintaining the real-time processing
speed. Although complex operations such as exponential and
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Fig. 6. Waveform of RTL simulation for each layer in the proposed IP.

sigmoid operations included in the Gaussian modeling pro-
cess and NMS can be easily processed in CPUs, they are
not suitable for gate-level designs, making them difficult
to implement in FPGA programmable logic (PL) or ASIC
designs [19], because each information must be stored in on-
chip memory (OCM) during operations and the significant
hardware resource usage and additional latency are incurred.

Therefore, in this brief, the FPGA PL and PS are co-
designed to process a Gaussian YOLO layer on an ARM
processor. Fig. 6 shows a valid output signal for each layer
of the proposed accelerator. In the PL, each layer operates in
parallel, and the 10th and last CONV layers output two detec-
tion values (i.e., 13 × 13 / 26 × 26 output tensors) for each
image. The values for each YOLO layer of each input image
are stored in the external DRAM as they are generated, and a
signal is sent to begin the Gaussian YOLO operation in the PS.
The PS sequentially processes the first and second Gaussian
YOLO layers, and each YOLO layer performs detection oper-
ations including NMS presented in [1]. After completing both
Gaussian YOLO layer operations, the box coordinates are cal-
culated and plotted on the input image. While the PS processes
the Gaussian YOLO layer and box coordinates, the PL calcu-
lates the detection value for the next image and stores the result
in external DRAM. The parallelism of the PL is adjusted to
ensure that the latency of generating detection values in the
PL is shorter than the latency of PS post-processing such that
the PS operation can run without stalling. In detail, we try to
minimize the processing bottleneck by considering the differ-
ence in processing speed between the PL and PS. In the PL,
two output tensors for each image are created with an interval
of 12.4 ms. On the other hand, the PS consumes 15.9 ms on
average to perform the Gaussian YOLO layer operation on the
two output tensors along with the execution of the interrupt
service routine. Therefore, processing in the PL is delayed for
about 3.5 ms (i.e., 12.4% of the operation time for one image)
despite the pipeline structure. Nevertheless, as can be seen
in the experimental results, the proposed accelerator with this
PL-PS co-design achieves the highest throughput and accuracy
compared to previous studies.

III. EXPERIMENTAL RESULTS

A. Experimental Environments

In this brief, hyperparameters such as batch size, learning
rate, and epochs required for model training follow the same
settings of [5]. We trained the reference code implemented
in the DarkNet framework on COCO 2014 [20] and Pascal

TABLE I
COMPARISON OF LOGIC RESOURCES AMONG MAC OPERATORS

TABLE II
EVALUATION OF SHIFT-BASED QUANTIZATION PERFORMANCE

VOC2007 [21] using Titan-XP 2GPU. Xilinx Vivado 22.1
and Vitis 22.1 are used for accelerator implementation, and
a Xilinx XCVU9P FPGA board is used as the target board.

B. Shift-Based FF MAC Operator and Shift-Based
Quantization

Table I presents the results of synthesizing a MAC com-
prising a single multiplier and an accumulator using four
different methods. Notably, 32b-Naive Fixed-Fixed MAC
implies using 32-bit fixed-point format for both weights and
activations. Compared with the 32b-fixed-fixed MAC and 8b-
fixed-fixed MAC, the proposed shift-based FF-MAC unit uses
significantly fewer look-up tables (LUTs) (34.8% and 43%,
respectively) and CARRY8s (50% and 60%, respectively).
Furthermore, it used 33.8% fewer LUTs than the previous
method [16]. Using this MAC unit can save a significant
amount of hardware resources when implementing hundreds
of MACs.

Table II presents a comparison of the mean average
precision (mAP) of the proposed shift-based quantization
for TinyYOLOv3 and Gaussian TinyYOLOv3. The proposed
method shows an average mAP drop of 0.35% and 0.04%
compared with the baseline and the existing method [16],
respectively. This means that the proposed scheme achieves
a significant reduction in logic resources, as shown in Table I,
with relatively little accuracy drop. In particular, the proposed
Gaussian modeled accelerator achieves higher accuracies of
0.91% and 0.48% on the COCO 2014 and Pascal VOC2007
datasets, respectively, compared with the 32-bit TinyYOLOv3
because of the implementation of Gaussian modeling on the
FPGA PS.

C. Performance Comparison With Various Accelerator
Designs

Table III presents a comparison of the implementation
results of the proposed Gaussian TinyYOLOv3 accelera-
tor with those of previous studies. Results not provided
in the previous studies are indicated by a dash (-). The
proposed accelerator achieves the highest 62.9 FPS, which
is possible because of the well-pipelined and parallel oper-
ation of all the logic in the streamline architecture, as
shown in Fig. 6. Additionally, it achieves approximately
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TABLE III
PERFORMANCE COMPARISON WITH PREVIOUS WORKS

3.2% higher accuracy than previous studies [7], [11] on the
COCO dataset. In terms of hardware resources, the proposed
accelerator uses a relatively large OCM (i.e., Quantized
weight: 8,910KB, Bias+Scale: 4KB, Intermediate activa-
tion: 117KB, and DRAM RD/WR: 135KB) owing to the
design of the streamline architecture; however, it is imple-
mented with the fewest digital signal processing (DSP)
blocks and flip-flops (FFs). In addition, the power efficiency
(i.e., throughput per power consumption) of the proposed
accelerator achieves 63.61 GOPS/W, which is about 20.5×
and 1.4× superior to previous studies [7] (3.11 GOPS/W)
and [10] (46.51 GOPS/W), respectively. Consequently, the
proposed accelerator is superior to that of previous studies in
terms of throughput, hardware resources, and model accuracy
trade-offs.

IV. CONCLUSION

This brief proposes a dedicated FPGA implementation of
a Gaussian TinyYOLOv3 accelerator using a fully pipelined
streamline architecture with the hardware-friendly shift-based
FF-MAC operator and PL-PS co-design. Consequently, the
proposed accelerator is superior to that of previous research in
terms of overall performance and is most suitable for use in
mobile/edge devices. We anticipate that the proposed design
will accelerate the commercialization of CNN-based object
detectors for various mobile/edge devices.
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