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Abstract: Deep learning models for image classification with adequate parameters show excellent 
classification performance because they can effectively extract the features of input images. On the 
other hand, there is a limit to the abilities of deep learning models to interpret images using only 
spatial information because an image is a signal with great spatial redundancy. Therefore, in this 
study, the discrete cosine transform was applied to an input image in units of an N×N block size to 
allow the deep learning model to employ both frequency and spatial information. The proposed 
method was implemented and verified by selecting a vision transformer using a 16×16 non-
overlapping patch as a baseline and training various datasets of Cifar-10, Cifar-100, and Tiny-
ImageNet from the very beginning without pre-trained weights. The experimental results showed 
that the top-1 accuracy is improved by approximately 3-5% for every dataset with little increase in 
computational cost.     
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1. Introduction 

Recently, owing to developments in deep learning (DL), 
there have been remarkable performance improvements in 
the field of computer vision [1-4, 26-29]. Until now, most 
DL-based computer vision studies have been developed 
based mainly on model architectures [5, 6] and 
computational methods, such as convolution and self-
attention [7, 8]. In the 2020s, self-attention-based vision 
transformers have tended to replace convolutional neural 
networks (CNNs) [1, 3, 5, 9]. The transformer model, 
which has been actively studied in the field of natural 
language processing (NLP), allows one image patch to act 
as a word in a sentence through patch embedding. This 
enables self-attention operations in the field of computer 
vision.  

However, unlike a single word of great importance in a 
language, an image is only a signal of light. Thus, it has 
redundant information relative to the importance of words 
in sentences [4]. Therefore, if important information is 
extracted in advance from the image, it may help improve 
the accuracy of the DL model in computer vision. 
Frequency domain transform methods, such as the Discrete 

Cosine Transform (DCT), Discrete Wavelet Transform 
(DWT), and Fast Fourier Transform (FFT), have been 
steadily used for extracting meaningful information from 
images. In modern DL models, it is also possible to use 
these frequency domain transform methods for this 
purpose [10-12] because computational methods for image 
recreation can achieve good performance with the DCT, 
DWT, and FFT, as well as with convolution and self-
attention [13]. Several attempts to use DCT in DL models 
have been reported [14-16]. On the other hand, these 
studies were only performed to reduce the communication 
bandwidth and computational costs in CNN or NLP 
models.  

This paper proposes a method to improve the accuracy 
of the vision transformer model using the DCT. In detail, 
an input image enters the vision transformer after applying 
a 2D DCT [10] in units with an N×N block size, allowing 
the DL models to utilize inputs with both spatial and 
frequency information. The proposed method improves the 
top-1 accuracy of the vision transformer by approximately 
3-5% on the Cifar10 [17], Cifar-100 [17], and Tiny-
ImageNet [18] datasets, while performing the 2D-DCT 
only once, immediately before patch embedding. In 
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addition, as the proposed method can improve the 
performance of various vision transformer models [1], 
including tiny and small sizes, it has high compatibility 
and scalability for model sizes and datasets.  

2. Background 

2.1 Patch Embedding 
Before the emergence of vision transformers [1] by 

Dosovitsky et al., CNN models [6, 19] were used widely in 
computer vision. Subsequently, the emergence of vision 
transformer DL models based solely on self-attention 
operations has become dominant, excluding the 
convolution structure [1, 3, 5, 9]. The concept of self-
attention in computer vision is similar to self-attention in 
the field of NLP; however, it is possible to change the 
concept of image-patch in vision transformer models to 
that of sentence-word in NLP through the patch 
embedding process [1], as shown in Fig. 1. This concept is 
simple. It cuts the image into a non-overlapping 16×16 
patch for linear projection and adds a class token. Through 
these ideas, vision transformers can achieve state-of-the-art 
performance not only in NLP but also in computer vision. 

On the other hand, despite the contributions of patch 
embedding, most studies on computer vision tasks have 
focused on improving model architectures and 
computational methods, such as convolution, multi-layer 
perception, and self-attention [5-8, 30]. Accordingly, these 
studies cannot overcome the limitations of using only the 
spatial information of the image. As shown in Fig. 1, when 
patch embedding is performed, the patches cut into 16×16 
pixels are converted to a 196×C-dimensional matrix 
through a 2D-convolution operation. Owing to the nature 
of the CNN, the weights of the filters applied to each patch 
are shared. Therefore, it may be helpful to match the 
uniform format for each patch rather than to use the 
original image of the pixel.  

2.2 2D-Discrete Cosine Transform 
The 2D-DCT is used widely in signal processing, and 

various fields, including image compression, such as 
JPEGs [20]. One of the advantages of 2D-DCT is that the 
image can be viewed from a frequency perspective. When 
the 2D-DCT (in units of N×N block size) is performed on 
the image, the upper-left side of the block has low-
frequency information, whereas the lower-right side has 
high-frequency information. Fig. 2 presents the result from 
obtaining an image with frequency information for each 
block by performing the N×N block 2D-DCT on the RGB 
image with a resolution of 224×224 in Fig. 1.  

An image is a signal in which spatial redundant 
information is captured. Therefore, if the 2D-DCT is 
performed on a block basis, the frequency and spatial 
information can be expressed in the local and global parts, 
respectively. The motivation of this study is that by 
exploiting these advantages, the vision transformer models 
without inductive bias can be better trained by inputting 
images with the 2D-DCT applied to vision transformer 
models. The 2D-DCT with the N×N size can be calculated 
as follows: 
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where D represents one N×N-sized block. For example, 
the original image of a 224×224 resolution may be 
converted to 3136 4×4 size blocks, 784 8×8 size blocks, 
196 16×16 size blocks, or one 224×224 block. In (1), i and 
j are the pixel indices of the blocks converted by the 2D-
DCT, and x and y are the pixel indices of the original 
block I. α  is a scale factor for ensuring that the transform 
is orthonormal and is given as follows:  

 

 

Fig. 1. Diagram showing the patch embedding process of a sample image of size 224×224 extracted from imageNet-
1k dataset. The RGB image is cut into 196(=14×14) 16×16 size patches, and is released in the form of a matrix of 
196×C size through a non-overlapping 2D convolution operation of the 16×16 size filter. 
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In this way, the original image can be converted to a 

frequency domain on a block basis, and within the block, 
the upper-left part can concentrate low-frequency energy. 
The lower right can have the relatively less important high-
frequency energy.  

2.3 Vision Transformer 
Fig. 3(a) shows the overall structure of the vision 

transformer used for image classification. First, the input 
image resized to a 224×224 resolution was cut into 196 
16×16 size patches through a patch embedding process. 
Subsequently, each patch was supplemented with position 
information through position embedding and class 
information by adding a class token. Because the multi-
head attention [21]-based transformer encoder has the 
same input and output dimensions, it can go through 
several blocks depending on the size of the models (e.g., 
tiny and small). Multi-head attention is a method of self-
attention in parallel by dividing the query, key, and value 
input by the number of heads. Through this method, the 
vision transformer identifies the relationships between 
patches and extracts the image features. Finally, an image 
classification task is performed through a multi-layer 
perceptron head after the previous processes.  

3. Proposed Method  

While the vision transformer model receives an 
original image in RGB format, this study proposes adding 
a new 2D-DCT patch embedding method at the input stage 
of the vision transformer model. In the proposed method, 
the original image was cut into N×N blocks, and the 2D-
DCT is performed in units of blocks before patch 
embedding, making the local spatial information available 
within each block, as shown in Fig. 3. The location 
information is more critical in the 2D-DCT block than in 

the original image because the upper-left part of the 2D-
DCT block has DC information representing the average 
pixel value. In contrast, the bottom-right part has high-
frequency AC information. The proposed method 
improves performance by utilizing this additional 
information and has the advantage that it can be 
implemented with a minimal computational increase to the 
baseline (i.e., vision transformer) without changing the 
number of parameters. In addition, it can be applied to 
various vision transformer models in various structures 
(i.e., high compatibility and scalability).  

This paper describes applying the proposed method 
through an example of a specific block size. When the 2D-
DCT block size is 4×4, the original image of size 224×224 
is divided by 3136 (= (224×224) / (4×4)) blocks and a 4×4 
2D-DCT is then performed in parallel for each block. The 
3136 blocks on which the 4×4 2D-DCT is performed are 
again combined into images of size 224×224. In this case, 
an additional 1.5M floating-point operations per second 
(FLOPs ) is required for the 2D-DCT operation, compared 
to the case where the vision transformer’s inference 
operation is performed on the RGB image with a 
resolution of 224×224. On the other hand, this is an 
insignificant increase considering that the computational 
amount of DeiT-Tiny and DeiT-Small is 1.3G FLOPs and 
4.6G FLOPs [22], respectively. Even if the 2D-DCT block 
size increases to 8×8, only approximately 2.7M FLOPs are 
required (i.e., when performing the same process with the 
784 8×8 blocks). In addition, because there is no 
dependency between each block, a fast parallel operation is 
possible through “CUDA” [23]. The subsequent 
processing method follows the operation process of the 
existing vision transformer described in Section 2.3. In 
other words, the proposed method is a straightforward but 
effective method that performs N×N block DCT on the 
input image without changing the structure of the existing 
vision transformer model and then inputs the DCT blocks 
to patch embedding.   

 

Fig. 2. Results of a 2D-discrete cosine transform (DCT) operation for the 224×224 size input image of Fig. 1 in block 
units of (a) 4×4; (b) 8×8; (c) 16×16; (d) 224×224. 

 



IEIE Transactions on Smart Processing and Computing, vol. 12, no. 1, February 2023 

 

51

4. Experimental Results 

4.1 Experiment Settings 
A vision transformer was trained and validated in four 

Tesla-V100 GPUs using the Cifar-10 [17], Cifar-100 [17], 
and Tiny-ImageNet [18] datasets. The Cifar-10 and Cifar-
100 datasets have 50,000 training images and 10,000 
validation images with 10 and 100 classes, respectively. 
The Tiny-ImageNet dataset contains 100,000 training 
images and approximately 10,000 validation images for 
200 classes. The most training strategy of DeiT [3] and the 
detailed environmental settings are as follows. Adam [31] 
was used as an optimizer, and set the momentum to 0.9 
and weight decay to 0.05. All models were trained for 300 
epochs using a batch size of 1,024 and a learning rate of 
0.0005. All source codes are referred to the pytorch-based 
pytorch image models (Timm) library [24], and for the 2D-
DCT operations, the torchJpeg library [25] is used. It 
should be noted that the DCT block size in all result tables 
is marked as “-” for vanilla vision transformers that do not 
use the DCT patch embedding. 

4.2 Accuracy Evaluation 
Table 1 lists the results of applying the proposed 

method to the vision transformer with the tiny and small 
models on the Cifar-10 dataset. As suggested, the model 
was trained by adding discrete cosine transformed images 
in units of N×N blocks before performing patch 
embedding for the vision transformer. When a 4×4 block 
size 2D-DCT was adopted on the Cifar-10 dataset, the top-
1 accuracy increased by 4.09% and 0.36% for the tiny and 

small models, respectively. When a 16×16 block size 2D-
DCT was adopted, the top-1 accuracy improved by 4.57% 
and 3.7% for the tiny and small models, respectively. 
When the block size was more than 16×16, the 
performance was inferior to the others because the detailed 
information was lost spatially. Therefore, experiments 
larger than 32×32 were not performed. In particular, when 
2D-DCT was performed with an image size of 224×224, 
all spatial features of the image were lost because of the 
characteristics of 2D-DCT, as shown in Fig. 2(d).  

Table 2 shows the same experiment for the Cifar-100 
dataset with a tiny model and small model. When the 4×4 
block size 2D-DCT was adopted, the top-1 accuracy 

 

Fig. 3. Diagram showing the patch embedding process of a sample image of size 224×224 extracted from imageNet-
1k dataset. The RGB image was cut into 196(=14×14) 16×16 size patches, and was released in the form of a matrix of 
196×C size through a non-overlapping 2D convolution operation of the 16×16 size filter. 
 

Table 1. Accuracy of the Proposed Method on the 
CIFAR-10. 

Model DCT block 
size Top1-Acc.(%) Top5-Acc.(%)

- 79.92 98.8 
2 84.42 99.18 
4 84.01 99.2 
8 84.27 99.21 

16 84.49 99.26 

DeiT 
-Tiny 

32 82.7 99.21 
- 79.73 98.76 
2 75.96 98.42 
4 80.09 98.73 
8 80.67 99.0 

16 83.43 99.07 

DeiT 
-Small

32 53.82 93.68 
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increased by 3.86% and 3.59% for the tiny and small 
models, respectively. When the 16×16 block size 2D-DCT 
was adopted, the top-1 accuracy increased by 5.36% and 
8.92% for the tiny and small models, respectively.  

Experiments were conducted on the Tiny-ImageNet 
dataset, and a relatively large dataset was used, as shown 
in Table 3. When the 4×4 block size 2D-DCT was adopted, 
the top-1 accuracy increased by 2.92% and 5.37% for the 
tiny and small models, respectively. When the 16×16 
block size 2D-DCT was adopted, it increased by 3.66% 
and 5.49% for the tiny and small models, respectively.  

As a result, when the 16×16 block size 2D-DCT patch 
embedding was applied, performance was increased most 
in all cases through the proposed method. This result was 
attributed to the patch being cut into 16x16 during the 
patch embedding process in DeiT. The increase in 
computational cost and decrease in speed was negligible. 
In addition, as the proposed model can be applied directly 
to most vision transformer models using patch embedding, 
its compatibility was excellent, making it an easy and 
general way to improve performance. 

5. Conclusion 

Thus far, modern DL models perform well because 
they can independently extract and process the information 
needed in the image. On the other hand, in this study, 
because an image is simply a light signal, the DL model 
can help better process an image by utilizing a modulation 
method for the traditionally studied frequency band. The 
proposed method shows remarkable performance 
improvements in all experimental cases, even though the 
computational cost and latency remain relatively 
unchanged. The proposed method can be applied directly 
to other transformer-affiliated models and can be extended 
to tasks such as object detection, instance segmentation, 
semantic segmentation, and depth estimation  
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