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Abstract—Phase-change memory (PCM) garners 
attention as the most promising nonvolatile memory 
(NVM). In particular, PCM is suitable for 
applications that are not memory intensive, and the 
convolutional neural network (CNN) inference is 
widely known as a representative computation- 
intensive model. Therefore, CNN inference seems to 
be very suitable for a PCM-based system. However, 
the PCM suffers from the characteristic of being 
vulnerable to disturbance errors. In particular, read 
disturbance error (RDE) becomes a serious problem 
for workloads involving a large number of zeros, and 
unfortunately, matrices in CNN are sparse, which 
inevitably incurs a significant amount of RDEs. In 
this paper, we present an RDE-tolerant PCM-based 
system for CNN inference workloads. The proposed 
method restores vulnerable data words by leveraging 
a dedicated SRAM-based table. Furthermore, we also 
propose a replacement policy, which detects non-
urgent entries, by utilizing the contents (i.e., counters) 
in the table. As a result, the proposed method 
significantly reduces RDEs with minor speed 
degradation.    
 
Index Terms—Phase-change memory, read 
disturbance error, CNN inference, non-volatile 
memory, reliability  

I. INTRODUCTION 

Owing to its low latency and standby power, phase-
change memory (PCM) attracts attention as the next-
generation main memory or storage-class memory 
(SCM) [4, 17, 20]. To become a pioneer in the market, 
Intel has manufactured PCM-based memory products 
(e.g., Optane DC PMM/SSD) [2, 7]. However, since the 
PCM is a picky device due to its high dynamic write 
energy, researchers try to exhibit its proper applications 
by analyzing the system performance in many aspects 
(e.g., energy and latency) [5, 14]. Fortunately, the 
standby power of PCM devices is much lower than that 
of DRAM. Since a recent study shows that convolutional 
neural network (CNN) inference tasks are 
computationally intensive [6], the CNN inference 
appears to be a well-suited application for PCM-based 
systems. 

Despite its intriguing characteristics, the PCM shows 
lower reliability compared to DRAM. In particular, read 
disturbance error (RDE) is one of the major obstacles for 
using the PCM as a main memory. An RDE is incurred 
by frequent read operations, because the higher read 
current is applied to achieve the lower latency [9, 10]. 
The current leads to “silent” programming of the cell, 
shifting the cell state to the low-resistance state [13]. 
Thus, vulnerable cells suffer from 0-to-1 bit flip errors. 
Memory traffic characteristics of CNN inference also 
contribute to RDEs. Fig. 1(a) shows the breakdown 
analysis of stored bits in the memory, as various CNN 
inference tasks run on the PCM-based system. In general, 
the number of RESET cells accounts for 78.6% of all 
read cells. Fig. 1(b) shows that the access sparsity, which 
is the ratio of distinct addresses to the totally accessed 
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addresses, is as low as 2.6% for all inference tasks (i.e., 
high spatial locality). Therefore, the CNN inference 
inevitably magnifies RDEs in the PCM, requiring an 
RDE-robust PCM-based system for CNN inference. It 
should be noted that there are two reasons to map RESET 
states to the logical 0 and SET states to the logical 1 in 
this study. First, previous studies generally apply this 
mapping assumption. Second, the RESET operation has 
shorter latency than the SET operation. Because CNN 
inference is 0-domiant, as shown in Fig. 1(a), higher 
system performance is expected by mapping the logical 0 
to the RESET state. To ensure the justification of these 
reasons, Fig. 1(c) presents the ratios of all-zero words for 
various networks, where the word size is 32-bit. The 
experimental results show that the ratio of all-zero data 
words is 46.03% on average. Moreover, there is no all-
one data words in these workloads. Therefore, the ratio 
of all-zero words generally determines the system 
performance because programming an all-zero word 
requires shorter RESET latency. These results denote 
that mapping RESET states to logical 0 and SET states to 
logical 1 is more beneficial compared to the opposite 
case regarding the system performance for CNN 
inference. 

Various techniques, such as error-correcting code 
(ECC) and scrubbing, can be applied to mitigate RDEs. 
ECC typically uses Bose-Chaudhuri-Hocquenghem 
(BCH) codes for multi-bit error correction [16]. 

Scrubbing is a method that periodically reads and 
corrects errors; this method often adopts the simple ECC 
with a short scrubbing period. To reduce the scrubbing 
overhead, a probabilistic row scrubbing method has been 
proposed to scrub a row of data in the PCM with a 
certain probability [10]. However, such approaches have 
two limitations. First, the PCM has a much higher bit 
error rate than that of DRAM [10]. ECC schemes, such 
as BCH or Reed-Solomon code, are necessary; however, 
such multi-bit ECC schemes incur considerable high 
encoding/decoding latency and hardware area. Second, 
the scrubbing may mitigate errors with the low-cost ECC 
by merely dispatching a read for verification and a write 
for correction; however, it requires a shorter scrubbing 
period for reducing errors in PCM devices. 

To implement an RDE-tolerant PCM-based system for 
CNN inference, this study proposes a read disturbance 
scrubbing assistance (RSA) that utilizes the characteristic 
of the realistic RDE model and restores vulnerable cells 
on demand; it is the first approach that mitigates PCM 
RDEs with a table-based approach. In the realistic RDE 
model, RDEs occur when the number of read operations 
on a cell exceeds the specific manufacture number. 
Within a dedicated small-sized table, the proposed 
method counts the number of read operations (i.e., read 
counter) on a data word if bit-0 already exists in that 
word. Apart from the read counter, the existence of bit-0 
is monitored by using another counter (i.e., zero counter). 
These two counters imply whether the data word is 
vulnerable to RDEs or not. Thus, it is possible to select 
the non-urgent entries as eviction candidates in the small-
sized table. As a result, our proposed method yields 
lower error rates compared to the baseline with 
negligible performance degradation. 

The remainder of this paper is organized as follows. In 
Section 2, the RDE model is explained. In Section 3, the 
proposed method is presented. In Section 4, experimental 
results are shown. Finally, Section 5 concludes the paper. 

II. READ DISTURBANCE IN PCM 

RDE is one of the common reliability problems in 
modern PCM devices. In general, RDE is incurred by 
frequent and strong reference current of read operations. 
In particular, the relatively strong reference current, 
which is used to reduce the read latency [10], gradually 

Fig. 1. Memory traffic characteristics regarding various CNN 
inference models: (a) breakdown of read cells; (b) access 
sparsity; (c) ratios of all-zero data words. 
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shifts the cell resistance over time. The current intensity 
is much lower than that of write operation; hence, the cell 
state finally becomes the crystalline state (i.e., 0-to-1 bit 
flip). The low intensity of the read current may also incur 
RDEs. A prior study [13] shows that a PCM is vulnerable 
to resistance drops. That is, an amorphous cell gradually 
shifts to the crystalline state due to the heat incurred by 
the read reference current. As a result, 0-to-1 bit-flip 
errors occur when the resistance of cells trespasses the 
reference resistance value, as the number of read 
operations exceeds an RDE limitation number (RLN). 
Moreover, the idle time between consecutive read 
operations does not affect the shift phenomenon; the 
study in [13] explains that a cell can be disturbed in 
different time frames, even though each frame consists of 
only one current pulse. Therefore, an RDE would 
eventually occur regardless of the current intensity (i.e., 
read latency).  

It should be noted that the RLN is a manufacturing 
dependent number used by manufacturers (e.g., SK 
Hynix), and there is no exact publicized value; hence, we 
assume the RLN of 1K in this paper. The number can be 
referred to as the worst-case number among numerous 
PCM device samples. Please note that our proposed 
method is vendor-friendly and is applicable to various 
RLNs, because the RLN is determined by PCM vendors. 

III. RSA: READ DISTURBANCE SCRUBBING 

ASSISTANCE 

1. Architectural Overview 
 
Fig. 2 presents the overall architecture of our system. 

In conjunction with the multithreading library (e.g., 
Pthread [11]), CNN inference tasks run on the host 
processor. The NVM command is issued from the 
integrated memory controller in the host processor. In the 
PCM module, the media controller translates the host 
physical address to the device physical address. Then, the 
controller schedules NVM commands and generates 
microcommands (e.g., activation) from one NVM 
command. The proposed module, RSA, resides between 
the media controller and PCM media devices. 

RSA basically mitigates RDEs by managing read 
access information in a dedicated SRAM-based table. 
After a read microcommand goes into the RSA, a new 

table entry is allocated for that command. The read 
command updates the number of read operations on the 
accessed entry. Once the number of read operations 
exceeds the RLN (see its definition in Section 2), RSA 
generates the restoration command for the accessed 
address (RESTR in Fig. 2). The restoration command is 
pushed into the input queue of the media controller and 
rescheduled by the scheduler. By rewriting the 
vulnerable PCM cells, the restoration command shifts 
back the cell resistance to the stable amorphous state, 
effectively mitigating the RDE before its occurrence. If 
the table is full on the arrival of the new command, the 
dedicated replacement policy selects a victim candidate 
and replaces it with the new command address. 

Checking the existence of 0s in data words can 
improve the efficiency of the restoration command. 
However, the read command does not accompany the 
data word; hence, the number of 0s cannot be instantly 
updated after its allocation. To tackle this challenging 
point, RSA adopts late update by observing write 
commands as well. That is, the existence of 0s in a read 
address is checked via the newly written data. 

RSA is a novel approach to effectively mitigate RDEs 
compared to previous schemes. In particular, RSA 
completely differs from the ECC schemes [16]. Rather 
than incorporating the high-cost encoding/decoding logic 
for multi-bit ECC, RSA mitigates RDEs by recording 
vulnerable status within a low-cost SRAM-based table. 
In [10], the RDE is assumed as a different model, 1-to-0 

Fig. 2. Architectural overview of the proposed system. 
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bit-flip error, compared to our study. The previous study 
tries to reduce the read latency by decreasing the latching 
latency. That is, the logical state value of a cell is latched 
before the required discharging time (i.e., sensing time) 
is met, incurring a 1-to-0 bit-flip error. To mitigate such 
RDEs, [10] proposes a probabilistic row scrubbing 
scheme using the double-error correcting ECC. In 
contrast, the proposed RSA assumes a material-level 
RDE model, and significantly mitigates RDEs by 
recording vulnerable status within a low-cost SRAM-
based table. In [18], an on-demand scrubbing method, 
which additionally requires a multi-bit ECC scheme, is 
proposed to significantly mitigate RDEs. This previous 
study applies a 176-21 Reed-Solomon ECC, which 
means corrects up to 21 symbols out of 176 symbols. 
However, the Reed-Solomon ECC incurs significant 
resource overhead. According to latency and area 
formulas of multi-bit ECC [19], a 176-21 ECC incurs 
1.424E+6 transistors and 8.6 ns of latency (i.e., 
approximately four cycles at 800 MHz frequency 
domain). In contrast, RSA requires 22.5 B of SRAM and 
two cycles of latency (for read and update). Considering 
a 6-transistor SRAM cell, the 22.5 B-SRAM in RSA is 
equivalent to 1,080 transistors, which are much fewer 
than those in [18]. Thus, the proposed RSA becomes 
more cost-effective than [18]. 

We observe that recent CNN inference tasks are read 
dominant and computation intensive; their data are 0-
dominant (see Fig. 1(a)). Thus, RSA is essential to the 
PCM-based system running CNN inference workloads. 

 
2. Implementation Details 

 
Fig. 3 shows the internal architecture of the RSA. The 

RSA has multiple logic planes, each of which 
corresponds to one PCM bank. Thus, each RSA plane 

independently carries out its function, yielding bank-
level parallelism. The RSA table in each RSA plane 
plays a key role in the proposed method, where the entry 
is updated by the control logic. Particularly, each table 
entry has four data fields for managing the vulnerable 
status of a PCM device address: 

 
·Valid (1 bit): This bit shows the validity of the entry. 

It is set as 1, as the control logic allocates an entry 
for a new command address. 

·Address (25 bit): It indicates the row and column 
addresses that are vulnerable to RDEs. 

·ReadCntr (10 bit): It represents the number of read 
operations on the corresponding address. 

·ZeroCntr (9 bit): It shows the existence of 0s in a 
data word. Although this field is enough to be one 
bit, we use multi-bits for representing the 
vulnerability of an address. Because a data word 
typically has 64 bytes, ZeroCntr requires 9 bits for 
implementation. 

 

As a new command goes into the RSA, the control 
logic checks the existence of the entry in the 
corresponding table. The RSA operates in two different 
cases, depending on the finding result in the RSA table: 

 
·HIT: If the input command hits on the RSA table, 

the control logic operates differently according to 
the command type. For the write command, the 
control logic updates the ZeroCntr in the entry. 
Subsequently, the ReadCntr increments if the 
ZeroCntr is updated as 0; otherwise, ReadCntr 
keeps its original value without modification. For 
the read command, the control logic simply 
increments the ReadCntr if the ZeroCntr hold the 
non-zero value. Finally, the control logic generates 
the restoration command when the ReadCntr 
exceeds the predefined threshold. The generated 
command is sent to the write queue in the media 
controller. 

·MISS: If no corresponding entry is found, the table 
insertion is necessary. However, the RSA does not 
always insert a new address in the table, because 
some infrequent accesses may confuse the RSA. To 
overcome this problem, we apply the probabilistic 

Fig. 3. Internal architecture of the RSA. 
 



220 HYOKEUN LEE et al : A READ DISTURBANCE TOLERANT PHASE CHANGE MEMORY SYSTEM FOR CNN INFERENCE … 

 

insertion method, where the entry allocation carries 
out with probability p. As a result, the replacement 
and eviction are only performed for frequently 
accessed addresses. Please note that the restoration 
command for the replaced entry is also generated 
but with the probability of 1/16, which does not 
degrade the performance. 

 
It is noteworthy that the write command is also 

handled for the hit-case above. This is because the 
ZeroCntr cannot be updated as an entry is allocated. The 
RSA allocates table entry for the read command; 
however, the read command does not accompany the 
data word. Therefore, the late update mechanism is 
incorporated by observing the number of 0s in the newly 
written data. 

The proposed method has two parameters: (1) 
threshold for generating the restoration command, and 
(2) probability p for allocating a new table entry. The 
threshold value is determined as the RLN (see Section 2). 
Therefore, ReadCntr becomes 10 bits if the RLN is 
assumed as 1K. The other parameter, p, determines the 
insertion probability. Increasing the probability value 
incurs frequent entry replacement in the table, losing the 
chance to restore vulnerable addresses. On the other hand, 
moderately decreasing the probability value can manage 
vulnerable addresses in the table for a long period. In this 
study, p is assumed as 1/2, because it yields the fewest 
RDEs. 

Based on the characteristics of RDEs, a replacement 
policy is also required for the RSA table. Thus, we 
exploit ZeroCntr and ReadCntr to define the replacement 
policy. The replaced entry must be the least urgent entry 
among entities in the table. Because ReadCntr shows the 

vulnerability of an address, we first select the entries 
which have the minimum ReadCntr values. If multiple 
candidates are selected, the entry which have minimum 
ZeroCntr value is selected as the final candidate. 

In the PCM module, the media controller requires 
slight modification to support RSA in two aspects. First, 
acquiring the old data is necessary for the restoration 
command. Thus, a pre-write read operation is carried out 
ahead of the restoration command. Particularly, the 
scheduler confers the medium priority, which is the 
higher priority than write requests but the lower priority 
than read requests, to the restoration command. This is 
because, write requests in the controller primarily drain 
when the queue is full. The second modification is a 
merge operation, by which the restoration command can 
coalesce with write commands heading to the same 
address. 

IV. EVALUATION 

1. Evaluation Methodologies 
 
Table 1 shows the simulation environment. We 

conduct the trace-driven simulation to reduce the 
simulation time, because running billions of CNN 
inference instructions requires a long simulation time. On 
gem5 [1], we run Darknet, an open-source CNN 
framework in C, to extract the memory traces. Please 
note that four widely used CNN models are chosen for 
the simulation: Alexnet, Darknet19, Resnet50, and 

Table 1. Simulation configurations 

Simulator Device Description 
Cores Out-of-order, 4-core, 2 GHz 

L1 Cache 
I-cache: 2-way set associative 
D-cache: 4-way set associative 
The capacity of each is 64 KB 

Gem5 

L2 cache Shared last-level cache. 16-way set 
associative, 1MB 

Media 
controller 

Separated write queue and read 
queue (64-entry), FR-FCFS 

NVMain 
PCM 

Read: 100 ns  
RESET/SET: 100 ns/150 ns  
RDE limitation number: 1K 
Size: 8 GB (2-rank, 2-bank /rank) 

 

Fig. 4. Evaluations results: (a) the number of RDEs for each 
scheme (the lower the better); (b) normalized execution time 
and energy of RSA. 
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Yolov3. All memory traces are extracted after fast-
forwarding the initialization phase (i.e., weight loading 
and image loading). An 8 GB PCM system is built upon 
an NVM simulator, NVMain [12]. The read latency is set 
to 100 ns, and the write latencies of SET and RESET are 
set to 150 ns and 100 ns, respectively, with the 
differential write support [15]. The energy per access on 
the PCM and the SRAM is obtained from NVSim [3] and 
CACTI [8], respectively, both of which are configured 
with 22 nm technology, as [21] does. The baseline in this 
paper does not apply any RDE mitigation method.  

 
2. Evaluation Results 

 
Fig. 4(a) compares the number of RDEs for the vanilla 

(i.e., baseline), OECNED (i.e., eight errors correction 
and nine errors detection), and RSA. The figure shows 
the same numbers of RDEs for the baseline and 
OECNED. The OECNED ECC is capable of correcting 
up to eight errors at a time. Moreover, we observe that 
RDEs occur on more than eight cells when a 64 B data 
word is accessed at a time. As a consequence, an 
alternative approach to mitigating RDEs rather than 
traditional ECC is required. In contrast, the proposed 
method eliminates all RDEs for all inference tasks, 
because the proposed method restores the vulnerable 
cells before the RDE occurs by managing vulnerable 
candidates in an SRAM-based table. 

The execution time and energy consumption are 
crucial metrics for evaluating the practicality of the 
proposed method. Fig. 4(b) shows the execution time, 
which is normalized to the baseline, to estimate the 
performance overhead of the proposed method. As 
shown in the figure, the proposed method yields 1.011 of 
the normalized execution time; hence, the overhead of 
the proposed method is as low as 1.1%. Fig. 4(b) also 
presents the normalized energy consumption; it is 
increased by 7.6% compared to the baseline. This is 
because the RSA table drains more energy from the 
SRAM. Moreover, the number of entries is set as 4, 
requiring 4×(1+25+9+10 bits)=22.5 B of SRAM 
capacity. In conclusion, the proposed method has 
negligible performance, energy, and area overheads, 
while notably reducing the number of RDEs. 

Next, to show the effectiveness of the RSA, we 
compare the performance of the RSA for harsher RLNs, 

such as 256 and 512, as shown in Table 2. It should be 
noted that the threshold for generating the restoration 
command is determined as the RLN (see Section III-2), 
while the number of RSA entries does not change (i.e., 
four entries). Moreover, the execution time and energy 
consumption values in the table are normalized to the 
case of RLN=1K. Table 2 presents that the RSA 
eliminates all RDEs for the RLN of 512. However, the 
RSA cannot eliminate all RDEs when the RLN becomes 
256 because the baseline of RLN=256 yields four times 
more RDEs compared to the baseline of RLN=1K. The 
main reason for the lower mitigation performance of the 
RSA is the replacement in the RSA table. Entries in the 
RSA table may be replaced before ZeroCntr reaches the 
threshold of generating restoration commands; such a 
case is more common for a smaller RLN. Nonetheless, 
both the time and energy overheads are negligible for all 
RLNs. As a result, the RLN greater or equal to 512 is a 
reasonable range for our RSA. 

V. CONCLUSIONS 

Owing to the low standby power of the PCM, the CNN 
inference becomes the proper application on the PCM-
based computer system. However, RDE hinders the 
population of PCM devices in the consumer market, 
because the CNN inference is read intensive. In this 
study, we propose the read disturbance scrubbing 
assistance to notably reduce the number of RDEs. By 
leveraging an SRAM-based table, the proposed method 
restores the vulnerable cells on demand. Moreover, a 
dedicated replacement policy that fully utilizes the 
characteristics of RDEs is proposed. The proposed 
method is vendor-friendly, because it is implemented in 
the PCM module without the modification of the PCM 
module. The evaluation results show that RSA 
significantly reduces RDEs with negligible performance 
degradation. 

Table 2. Average performance of different RLNs 

Metrics RLN=1K RLN=512 RLN=256 
Number of RDEs 0 0 311 
Execution time 1 1 1.000000466 

Energy 
consumption 1 1 1.000045344 
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