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ABSTRACT Transformers have demonstrated notable efficacy in computer vision, extending beyond their
initial success in natural language processing. The application of vision transformers (ViTs) to resource-
constrained mobile and edge devices is hampered by their extensive computational demands and large
parameter sets. To address this, research has explored pruning redundant components of ViTs. Given that
the computational burden of ViTs scales quadratically with token count, previous efforts have aimed to
decrease the number of tokens or to linearize the computational cost of self-attention. However, suchmethods
often incur significant accuracy losses due to the disruption of critical information pathways within the
ViT, which primarily focuses on shape rather than texture, potentially aligning its image interpretation
more closely with human perception than convolutional neural network (CNN) models. This observation
parallels the effectiveness of JPEG, a predominant image compression standard, which maintains high
compression efficacy with minimal quality degradation by discarding high-frequency details that have less
impact on human object recognition. In this work, we harness the discrete cosine transform (DCT), an integral
component of JPEG, to enhance ViT performance. We considerably reduced computational demands by
selectively eliminating high-frequency tokens via DCT while maintaining model accuracy. For instance,
our DCT-enhanced ViT model exhibited a 25% reduction in computational costs relative to the DeiT-Small
model on ImageNet, with an accuracy increase of 0.18% and only a 0.72% accuracy decrease at a 44%
computational reduction. Compared to the DeiT-Tiny model, our approach improved accuracy by 0.17%
despite a 47% decrease in computational costs. Furthermore, the proposed DCT-ViT model necessitates
significantly fewer parameters than existing approaches, offering a more efficient alternative for deploying
ViTs on edge devices.

INDEX TERMS Deep learning, discrete cosine transform, frequency domain, image classification, token
pruning, vision transformer.

I. INTRODUCTION
Recent advances in convolutional neural network (CNN)-
based architectures [1], [2], [3] have led to substantial
achievements across various computer vision applications,
including image classification, object detection, and seman-
tic segmentation [4], [5], [6], [7], [8]. Nonetheless, the
introduction of vision transformers (ViTs) [9], employing
the distinctive multi-head self-attention (MSA) mechanism
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and eschewing traditional convolutional frameworks, has
heralded new standards of performance in these areas.
This transition underscores the structural and operational
divergence between CNNs and ViTs, wherein the latter
interprets images through the lens of tokens, a method
derived from natural language processing, enhancing global
contextual understanding beyond the local scope typically
emphasized by CNNs [10], [11], [12].

Despite this success, ViT has the disadvantage of quadrat-
ically increasing the number of computations in the number
of input tokens; thus, considerable effort has been made to
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solve this problem [11], [13], [14]. Studies by [15] and [16]
proposed a method for reducing the amount of computation
and inference time by reducing the number of unnecessary
tokens as the depth increases. In [17], [18], and [19], methods
were proposed to adaptively reduce the computational cost
by comprehensively considering the number of ViT tokens,
number of MSA channels, multilayer perceptrons (MLPs),
and layer depth. Other studies [11], [20], [21] reduced the
amount of self-attention computation by linearly increasing
it in the sequence length. In these studies, when the
compression rate was not high, the accuracy drop may
have been significantly small or increased; however, serious
performance degradation occurredwhen the compression rate
was high (i.e., reducing the calculation amount by more than
half). Moreover, the existing methods are limited in that
they cannot achieve excellent lightweight performance in ViT
models that are sufficiently small to operate on mobile/edge
devices.

This study proposes a high-frequency token-pruning
method that can maintain the accuracy of ViT as much as
possible and effectively reduce the computational cost by
utilizing the discrete cosine transform (DCT) [22], which is
traditionally and still widely used in image processing. When
people look at images, they recognize objects using low-
frequency rather than high-frequency information. Therefore,
the JPEG algorithm [23], which is most commonly used
for image compression, achieves a high compression rate
by separating the high- and low-frequency information of
the image through DCT and discarding the high-frequency
information. DCT is a type of Fourier transform that
allows input signals to be expressed as the sum of cosine
functions. However, it is more suitable for compression
tasks to operate on mobile/edge devices than the discrete
Fourier transform (DFT) [24] because it effectively separates
the high- and low-frequency elements of input sequences
or images even with only the real part (i.e., without the
imaginary part) by focusing the energy of the signal on a
few coefficients. Therefore, we propose a lightweight ViT
model that effectively removes high-frequency elements of
ViT via DCT (DCT-ViT), inspired by the characteristics
of ViT recognizing shapes like humans, rather than CNN
models [25], [26], which recognize objects through texture.
We used DCT to find unnecessary tokens in the frequency
domain and remove them more effectively. As shown in
Fig. 1, we train the proposed DCT-ViT from scratch on
ImageNet-1k and improve accuracy by more than 0.4%
with less computation than DeiT-S [10] without token
pruning. Moreover, we reduced the computational cost while
maintaining a lower accuracy drop than the state-of-the-art
(SOTA) ViT token pruningmethods [15], [16]. Consequently,
the proposed DCT-ViT achieves a significantly better trade-
off between accuracy and computation costs than other
methods for pruning the MSA, MLP layer, and layer depth
of ViT [17], [18], [27]. In particular, it is noteworthy that the
performance improvement is excellent in areas lower than 1G
multiply-accumulates (MACs), which is the level of model

FIGURE 1. Comparison of image classification performance with ours,
DeiT, and other efficient vision transformer models on the ImageNet-1k
dataset. ‘MACs’ in the x-axis stands for multiply-accumulates, a metric
used to quantify the computational cost associated with a model
operation.

complexity that can be used in mobile/edge devices [3]. Our
contributions can be summarized as follows:

• Our method is the first application of DCT, an algorithm
commonly used for image compression, to ViT model
compression, and shows outstanding performance with
less computation than DeiT and the SOTA ViT pruning
techniques.

• Even if the DCT-ViT applies a high compression (i.e.,
pruning) rate by removing high frequency, which is
unnecessary information for human visual recognition,
it maintains a small accuracy drop. Because the com-
pression rate can be continuously selected in the DCT-
ViT model, the size of the pruned model can be flexibly
adjusted.

• As unnecessary frequency tokens are statically removed,
additional modules or learning techniques are not
required to determine the importance of the token.
Specifically, unimportant tokens are effectively removed
statically without additional computational cost.

II. RELATED WORKS
A. VISION TRANSFORMER
Recently, ViT [9], which is inspired by the transformer model
that has been actively studied in the field of natural language
processing (NLP), has received considerable attention and
has shown good performance in various vision tasks, such
as image classification, object detection, and semantic
segmentation [11], [28], [29]. In ViT, MSA operations in
the field of computer vision have become possible through
patch embedding, which allows a single image token to
act as a word in a sentence. DeiT [10] is a ViT-like
architecture; however, several learning techniques have been
proposed to enable us to achieve better performance with
only ImageNet-1K [30] training. Self-attention, which is the
basis of the ViT operation, differs significantly from CNN’s
convolution operation, including the amount of computation
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being quadratic to the input resolution. ViT relies on
self-attention operations that aggregate spatial information
by modeling token interactions. Therefore, unlike a CNN
that captures local information, ViT better captures global
information and long-range interactions. In contrast to CNN,
which prioritizes texture information, ViT is known to exhibit
shape bias [25]. Park and Kim [31] proposed that the multi-
head self-attention (MSA) block in ViT functions as a low-
pass filter, unlike the convolution block in CNNs, which
operates as a high-pass filter. Through these characteristics
and the SOTA methodologies of the MSA, ViT models have
demonstrated SOTA performance in various vision tasks [21],
[32]. However, because ViT incurs a quadratic computational
cost for input resolution, CNNmodels are still mainly used in
mobile/edge device environments where power and hardware
resources are limited [33], [34], [35].

B. EFFICIENT VISION TRANSFORMERS
It is essential to improve computational efficiency to deploy
transformer models on mobile/edge devices. ViT models
perform well when sufficient computation and parameters
are available; however, if the computing power is limited,
they may perform worse than CNN models [2], [34], [36].
To solve this problem, various lightweight studies including
MobileVit [37] and EfficientVit [38] have been conducted
that consider the trade-off between accuracy and computation
in ViT models. Zhu et al. [39] introduced a learnable coeffi-
cient to reduce embedding dimensions and remove neurons
with small coefficient values. DynamicViT [15] reduced
computation by using prediction modules to eliminate less
important tokens, although further learning is required for the
prediction modules. Another method of abandoning tokens
proposed in [16] gradually eliminated unnecessary tokens as
they changed to the latter layer using class-token information
in the vanilla ViT without additional modules or learning
to sort important tokens from unnecessary tokens. However,
this method increases performance degradation by removing
important areas if the area occupied by the object in the image
is large. If 50% of the computation is reduced, only 13% of
the token remains in the last layer. In addition, because a
class token is used, applying this method to hierarchical ViT
models [13], [21], [40] that employ global average pooling at
the last layer without using a class token is difficult.

Some studies [17], [18], [19] proposed a method for
aggressively reducing the computation by comprehensively
considering the number of ViT tokens, number of chan-
nels/dimensions ofMSA andMLP, and layer depth. However,
[18] and [19] reduced the computation amount by considering
several constraints but underperformed the case when the
computation amount of the same ratio as that of [16] was
reduced, and [17] increased the hyper-parameters to find the
best option and required additional learning methods. In the
case of studies using linear attention in NLP tasks, [41]
and [42] approximated softmax, which makes the amount
of attention quadratic to the input length and consequently

changes the amount of operation linearly. However, in these
studies, there was a significant performance gap for reasons
such as the inability to grasp local features better than
conventional attention [43].

C. DEEP LEARNING IN FREQUENCY DOMAIN
The DCT has traditionally played an important role in
signal processing [44]. In particular, in areas of image/video
compression, such as JPEG [45] and MPEG [46], low-
frequency and high-frequency information can be distin-
guished by expressing the input signals as the sum of the
real cosine function, thus taking advantage of high- energy
compression. With the recent remarkable advances in CNN
and transformers in vision and NLP tasks, various attempts
have been made to apply frequency-domain approaches to
deep learning models [20], [47], [48], [49].

In the category of CNN models, [47] converted the input
image, which usually enters an RGB of 224 × 224×3,
into a YUV image with higher resolution, and then DCTs
were performed every 8 × 8 blocks to rearrange the same
frequency information on the same channel. After learning
unnecessary channels in the inference phase, the channels are
removed to reduce the input image bandwidth of the CNN
models, and the performance improves slightly. However,
this yields no reduction in computation, and ultimately,
unnecessary frequency-erasing channels show little differ-
ence in performance from statically erasing high frequencies.
Liu et al. [49] performed iterative pruning after sending the
weight matrix to the frequency domain through DCT when
performing convolution operations in CNN models. This
approach effectively reduces the parameters by removing
relatively unnecessary high-frequency weights through DCT
and restoring them close to the original model through IDCT.

In the NLP task category, Fnet [50] proposed a new
method that combines tokens in NLP tasks using Fourier
transforms. This suggests that instead of using the traditional
attention mechanism to combine tokens, Fourier transforms
can be used to transform each token vector from the time
to the frequency domain. The resulting frequency vectors
can be linearly mixed to obtain a new set of token vectors,
which are then transformed back into the time domain using
an inverse Fourier transform. FNet achieves competitive
results in several NLP tasks, including text classification
and language modeling, while requiring fewer computational
resources than attention-based models. The DCT-former [48]
is also based on an NLP model. It applies DCT to the query,
key, and value in the MSA layer to remove high-frequency
information and reduce the network size. Subsequently, IDCT
is performed again to approximate the MSA layer. However,
this method is quite different from our method in that it
seeks to reduce the computations of the MSA itself and
is accompanied by performance degradation of the MSA.
In addition, if DCT is added to the MSA layer, the low-
frequency (i.e., DC) value becomes too large, resulting in the
divergence of losses in the training of vision tasks.
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In the ViT category, GFNet [20], which replaces the
MSA layer with a layer composed of a 2D discrete Fourier
transform (2D DFT) and global filters (GFs), exhibits com-
petitive performance over DeiT models [10] without MSA
layer, which is thought to be a large part of the transformer.
GFNet uses a GF layer as an alternative to the self-attention
layer. The GF layer converts the spatial dimensions into the
frequency domain, which in turn can mix tokens representing
different spatial locations using 2D DFT along the spatial
dimensions. GFNet argues that these GFs have the same
meaning as a global circular convolution with a size of
H × W , and the computation is smaller. The computational
cost of the GF layer is insignificant compared to that of the
MSA layer of the ViT model because the complexity of self-
attention is O(HWD2

+H2W 2D) whereas the computational
complexity of the GF is O(HWD[log2(HW ) + HWD). Here,
‘H’, ‘W’, and ‘D’ represent the height, width, and depth
of the input tensor, respectively. ‘HW’ denotes the product
of height and width, indicating the spatial dimension of
the input. However, the performance degradation is severe
because GFNet removes all self-attention operations from
the ViT structure. To address this issue, GFNet enhances
the depth of the layers and expands the hidden dimensions.
For example, the depth of GFNet-S increases from 12 to 19,
and the dimension of GFNet-Ti increases from 192 to 256.
This is because the decrease in accuracy is quite large when
GFNet is trained under the same conditions as DeiT. Finally,
GFNet overcomes this problem by selecting the optimal
hyperparameters after increasing the depth and dimensions
without any rules, thus increasing the parameters when the
amount of computation is similar to that of the baseline
model.

III. PROPOSED METHOD
A. DISCRETE COSINE TRANSFORM
The DCT belongs to the Fourier transform family and is
important in digital signal processing. This is similar to
the DFT used in the discrete domain; however, there is a
significant difference. First, the DFT is Fourier transformed
for the discrete input signal, and it is possible to express input
signals as a linear combination with an exponential function;
however, the DCT can express cosine signals as a result
of real numbers. The DCT is also known to achieve better
energy compaction than the DFT because the coefficients
are not correlated with each other and are excellent for
separating low and high frequencies, which are considered
important in image processing. Owing to this characteristic,
the DCT can be well restored when an IDCT is performed,
even if a large amount of high-frequency information is
lost. The IDCT can be completely restored to the original
signal unless the coefficient is impaired by the inverse
transformation of the DCT. Using these characteristics,
JPEG [23], a representative image-compression algorithm,
reduces the amount of information by performing a DCT
and quantizing a given signal to remove high-frequency

FIGURE 2. DCT and DC-Transformer blocks used in DCT-ViT. (a) shows the
overall DCT block with spatial, channel-wise, and MLP transforms.
(b) depicts the DC-Transformer incorporating DCT blocks within the
standard transformer layer. In the spatial/channel GF layer, the learnable
filter ‘K’ is applied after the DCT to capture the frequency components
before IDCT.

components that are not well recognized by the human eye.
The 1D DCT with sequence x and finite length N can be
calculated as follows:

Xk = α(k)
N−1∑
n=0

xncos
[
(2n+1)kπ

2N

]
for k = 0, . . . ,N − 1

(1)

where α is a scale factor for ensuring that the transform is
orthonormal, and is given as follows:

α(k) =


1

√
N

if k = 0

1
√
2N

otherwise
(2)

It should be noted that DCT operations can be easily imple-
mented through the Pytorch library and can be implemented
with simple matrix multiplication without using Pytorch.

B. DCT BLOCK
GFNet [20], which replaces MSA operations with the DFT
in ViT, performs 2D DFT on normalized tokens in the GF
layer, element-wise multiplication of learnable parameters,
and 2D IDFT. In contrast, we adopted the DCT, which is
commonly used for loss-image compression, to cut high-
frequency components because it can collect low frequencies
at fewer coefficients than the DFT. The DCT is more suitable
for the model compression of mobile/edge devices because
it has better energy compaction than DFT and operates in
real numbers without imaginary parts. We propose a new
DCT-based GF block in spatial tokens (SD-GF) and DCT-
based GF blocks in channel dimensions (CD-GF). These
layers have significantly low computations because, similar
to the GF block of GFNet, the computational complexity
is O(HWD[log2(HW )] + HWD). The SD-GF and CD-GF
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FIGURE 3. Overall architecture of the proposed DCT-ViT. The model has four stages with progressive token pruning layers. GAP stands for
global average pooling, a layer employed to reduce the spatial dimensions of the feature map to a single vector, facilitating subsequent
classification tasks.

blocks are designed to process the input data in the frequency
domain. The SD-GF block focuses on spatial relations,
allowing the network to interpret better and compress image
information based on frequency components, while the CD-
GF block operates along the channel dimension, enhancing
channel-wise interactions.

In the structure of the DCT layer, the layer normalization,
SD-GF, CD-GF, and MLP blocks are serially connected,
as shown in Fig. 2(a). The residual connection is conducted
at the end of each block. It should be noted that except
for the red-shaded box from the original ViT block, all
blue-shaded areas are our innovative proposals. 1D DCT
block in SD-GF block is converted to the frequency domain
by performing 1D DCT on a given input x ∈ RN×D in
the spatial direction with N tokens. In addition, element-
wise multiplication is conducted using the learnable filter K.
Following this, 1D IDCT is applied again in the direction
of the spatial tokens, facilitating information mixing among
different tokens. Therefore, the model can capture the
frequency-domain features of the tokens. The CD-GF block
executes operations similar to those in the SD-GF block.
However, in the CD-GF block, 1D-DCT and 1D-IDCT are
applied along the channel dimension(1 × D) instead of the
token direction(N × 1) in the SD-GF block. Because of the
MLP block at the end of the DCT layer, it is possible to
mix the information between different channels. However,
by adding CD-GF blocks, the model enjoys the O(NlogN )
complexity of the GF block and captures the frequency-
domain feature of the channel. By adding a CD-GF block,

the performance improved slightly, with a slight increase in
the computation of the model.

We used 1D DCT rather than 2D DCT in the SD-GF
and CD-GF blocks for a more flexible token pruning ratio.
If 2D DCT is used, the dimensions of the feature maps are
W ×H ×D; therefore, it is necessary to maintain the size of
W ′

×H ′
×D to perform IDCT. Therefore, it is impossible to

remove high-frequency tokens individually as desired. Even
if the smallest unit is to be removed, W + H − 1 tokens
must be removed individually to maintain the dimensions of
(W − 1) × (H − 1) × D. However, when using 1D DCT,
it is possible to prune the high-frequency tokensmore flexibly
because it is only necessary to maintain the dimensions
of N ′

× D as in the existing transformer models, and the
difference in accuracy between adopting 1D DCT and 2D
DCT is minimal. Therefore, we adopted 1D DCT instead of
the other 2D transforms.

Because we aim to propose a new pruningmethod for high-
frequency tokens comparable to unnecessary spatial token
pruning, high-frequency token pruning is performed only
after 1D DCT on the SD-GF blocks. When 1D DCT is
performed, the latter high-frequency token can be selected
and removed without any effort because the low-frequency
to high-frequency tokens are sorted without the need for
a prediction module or class token to distinguish between
the important and unimportant tokens. Therefore, if high-
frequency token pruning is performed according to the
keeping ratio (ρ) in the SD-GF blocks, a feature map ofN×D
size can easily be compressed to (N ×ρ)×D. (0 < ρ <= 1)
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C. DC-TRANSFORMER BLOCK
The existing transformer block of ViT was subjected to MLP
operations after MSA operations, but the DC-transformer
layer of DCT-ViT has SD-GF and CD-GF blocks added
in front of the transformer block, as shown in Fig. 2(b).
It should be noted that except for the red-shaded and green-
shaded boxes from the original ViT block, all blue-shaded
areas are our innovative proposals. If the existing transformer
block is used instead of the DC-transformer block in DCT-
ViT, the SD-GF and CD-GF blocks of the 2nd, 3rd, and
4th stages may face challenges in delivering the frequency
information interpreted to the rear stage. The DCT block aims
to transform spatial image data into the frequency domain,
facilitating efficient information compression and feature
extraction. Conversely, the DC-Transformer block integrates
this frequency-domain data back into the transformer archi-
tecture, enabling enhanced representation learning while
leveraging the reduced computational complexity. Thus,
DCT-ViT can better capture frequency information while
achieving a small computational cost of SD-GF and CD-GF
blocks.

D. OVERALL ARCHITECTURE
The overall architecture of the proposed DCT-ViT is shown
in Fig. 3. The architecture is segmented into four stages,
drawing inspiration from the hierarchical nature of models
such as ResNet [1], PVT [13], HVT [14], and token-pruned
vision transformer models [15], [16]. Each stage is designed
to progressively refine features at different scales, similar to
hierarchical ViT models. We constructed one DCT layer and
two DC-transformer layers per stage, which were based on
12 layers, and each stage was constructed using the same
blocks. Although DCT blocks exist in all four stages, high-
frequency token pruning is not applied in the first stage but
only in the second, third, and fourth stages. This is because,
in the case of the token-pruned ViT model, the number of
tokens is reduced from the initial layer to a higher rate,
resulting in a larger accuracy drop than in the case with the
same computation [16].

IV. EXPERIMENTAL RESULTS
In this section, we present various experiments that demon-
strate the excellence of DCT-ViT. First, we present the
results of the ImageNet-1k [30] classification task experiment
by applying our method to the DeiT-small and DeiT-tiny
models, which have a similar amount of computation as CNN
models [1], which have been widely used recently. It was
then compared with various architectures that allow ViT to
perform efficiently. We also compared the 1D DCT used
to interpret the tokens in the frequency domain with other
transforms. Finally, each layer provided a visualization to
intuitively understand the characteristics of SD-GF and CD-
GF. We followed the training strategy in [10]. We trained our
models for 300 epochs using AdamW [51] and did not use
add-on techniques, such as knowledge distillation. However,

TABLE 1. Hyper-parameters required for training in the proposed
method. This provides comprehensive details on training configurations.

we used a batch size of 2048, as in [16] for our single
machine with four Nvidia V100 GPUs. The detailed hyper-
parameters are listed in Table 1. It should be noted that all
computational costs were measured, including the number
of calculations required for additional DCT operations. All
codes and real-time demo videos related to this study are
available at: https://github.com/JHLEE17/DCT-ViT.

A. MAIN RESULTS
We present comprehensive results applying DCT token
pruning to DeiT-Small and DeiT-Tiny baseline models on
ImageNet-1K image classification. The proposed DCT-ViT
models have four stages, with progressive token pruning
ratios of [1, ρ, ρ2, ρ3] in stages 2-4 based on the keeping
ratio hyperparameter ρ. Table 2 shows Top-1 and Top-
5 accuracy, multiply-accumulate operations (MACs), and
number of parameters for DCT-ViT-Small and DCT-ViT-
Tiny with various keeping ratios from 50% to 100%. With
no pruning (ρ = 100%), DCT-ViT-Small attained a slightly
higher accuracy than DeiT-Small, demonstrating the benefits
of the proposed DCT blocks. Pruning to ρ = 70% reduces
MACs by 44% in DCT-ViT-Small, with only a 0.72% drop
in Top-1 accuracy. This demonstrates very strong efficiency
gains with a minimal impact on accuracy. For DCT-ViT-
Tiny, ρ = 70% decreased MACs by 47.8%, whereas the
Top-1 accuracy increased by 0.17%. This demonstrates
the effectiveness of the method in tiny models. Higher
pruning ratios, such as ρ = 50%, also induced small drops
in accuracy, indicating a trade-off between efficiency and
accuracy. The parameter counts also decreased with more
aggressive pruning.

In summary, the extensive results on ImageNet substantiate
that DCT-based token pruning provides superior accu-
racy/efficiency trade-offs compared to DeiT baselines. This
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TABLE 2. Main results on ImageNet-1k classification task with Top-1/Top-5 accuracy, MACs, and parameters of the models according to the range of
keeping ratios.

approach maintains accuracy even with high pruning rates,
demonstrating its viability for compressing ViT models.
Moreover, because DeiT has the same structure as the original
vision transformer (i.e., vanilla ViT [9]), the demonstrated
efficacy of DeiT shows that the approach can be generalized
well to many other ViT variants.

B. COMPARISON WITH OTHER METHODS
We compared our method with SOTA-level efficient vision
transformer methods, such as ViT pruning, network archi-
tecture search (NAS), and hierarchical architecture design in
the ImageNet-1k classification task. The comparison targets
include DynamicViT [15] and EViT [16], which use token
pruning methods, such as DCT-ViT models, but only in the
spatial domain. In addition, the comparison also included
NAS techniques, such as Width&Depth pruning [18], ViT-
slimming [17], and S2ViTE [27], which prune some of
the MSA, MLP, and layer depths, and ViT models, such
as PVT [13] and HVT [14], designed hierarchically. The
results are listed in Table 3, in which models with similar
computational costs are grouped. Here, we can see that
DCT-ViT has the best accuracy/computational cost trade-
off relationship at all levels. In particular, DCT-ViT can
prune significantly small models, such as DeiT-Tiny, without
a drop in accuracy. Moreover, because DCT-ViT statically
eliminates frequency tokens, it can be expected to produce
better results if combined with additional learning methods
that consider MSA, MLP, and depth comprehensively to find
a better model or eliminate unimportant spatial tokens.

C. ABLATION STUDIES
1) EXPLORING THE VERSATILITY AND ROBUSTNESS OF
DCT-ViT ACROSS DIVERSE DATASETS
In the field of image classification tasks, the ImageNet dataset
is predominantly used as the benchmark. However, we have
conducted experiments on both the ImageNet-A [52] and

ImageNet-v2 [53] datasets to confirm the compatibility of
our proposed method on various datasets. ImageNet-A and
ImageNet-v2 are datasets developed with specific purposes
relative to the original ImageNet dataset. ImageNet-A is
designed to evaluate the robustness and error tendencies of AI
systems, consisting of images that are typically misclassified
by existing ImageNet models (e.g., ResNet-50 [1]), thereby
highlighting the limitations of AI in handling challenging or
confusing cases. On the other hand, ImageNet-v2 aims to
explore the reproducibility issues of the original ImageNet,
containing images collected in a similar but slightly varied
manner, focusing on assessing the overfitting of models to
specific patterns in the original dataset and understanding
their generalization capabilities. As detailed in Table 4, the
experimental results underscore the superior top-1 accuracy
of our proposed DCT-ViT model across both datasets,
outperforming the competing models in terms of efficiency
and precision. Despite operating at a lower computational
cost and utilizing fewer parameters, the DCT-ViT model
demonstrates an enhanced ability to maintain, and in several
instances exceed, the benchmark accuracy standards set by
previous models. This high accuracy balance with reduced
resource demands signifies a substantial advancement in the
application of vision transformers, particularly in resource-
constrained environments. It should be noted that when
testing ResNet-50 with ImageNet-A, which is a collection
of images that ResNet-50 misclassified, it is reasonable for
ResNet-50 to have an accuracy of 0.0 on ImageNet-A.

2) EVALUATION ON SPATIAL TO FREQUENCY DOMAIN
TRANSFORMS
In this study, we propose SD-GF and CD-GF blocks to
reduce computations while minimizing the loss of accuracy
by interpreting frequency information well and flexibly
removing high-frequency tokens. Here, 1D DCT and 1D
IDCT were used to interpret information from the spatial
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TABLE 3. Comparison with other efficient vision transformer models in ImageNet-1k classification. The naming schemes such as ’0.8’ and ’0.7’ in DCT-ViTs
denote the keeping ratio, indicating different levels of model compression. ‘Small’ and ‘Tiny’ indicate the type of baseline DeiT models.

TABLE 4. Top-1 accuracy comparison on ImageNet-A and ImageNet-v2
datasets.

domain to the frequency domain. The purpose of the CD-
GF block is to mix information between channels; thus,
1D transform is suitable. However, the 2D transform is
also structurally available in the SD-GF block. In addition,
in GFNet, the tokens were mixed using 2D DFT and
2D IDFT. Therefore, Table 5 presents the results of an
experiment conducted by changing the transforms. In the
case of experiments in which 1D DCT was replaced with 2D
DCT, 2D DCT was used in SD-GF blocks. However, in the
CD-GF block, 1D DCT was used because of the problem
of matching dimensions. In another experiment, where 1D
DCT was replaced with 2D DFT, 2D DFT substituted for
1D DCT in the SD-GF block, but 1D DFT was used in
CF-GF blocks for the same reason as in the 2D DCT case.
When 2D DCT and 2D DFT operations are used, because the

TABLE 5. Various spatial to frequency domain transforms in
DCT-ViT-Small with same token pruning ratio.

dimensions of the input x are H ×W × D, the keeping ratio
cannot be obtained continuously. Therefore, for each block
in which token pruning occurs, the tokens in the last r rows
and columns of each channel are pruned to reduce H × W
to (H − r) × (W − r). At the same time, the experiments
using 1DDCTmaintained the same token number as the other
experiments. We set r to 2 for these experiments. Table 5
shows that there is no significant difference between the
accuracy and MACs for all three cases. However, in the case
of using 1D DCT, unlike the 2D transform, the performance
is the best, and the keeping ratio can be set continuously; thus,
1D DCT was selected as the spatial-to-frequency-domain
transform in this study.

3) SCALABILITY: DCT BASED PRUNING ON MLP LAYERS
Reducing the parameter size is crucial for the practical
deployment of the ViT model on mobile or edge devices.
Pruning the MLP layer proved to be effective in reducing
the parameter size. The proposed pruning method leveraging
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FIGURE 4. Visualization of the spatial global filters in DCT-ViT-Small. The filters for each layer are listed horizontally and the average of the filters for
layers 1, 2, 11, and 12 is shown on the left. This provides intuition about frequency separation.

DCT can be readily applied to MLP layers as well as ViT
tokens owing to its high scalability. Like the CD-GF block
shown in Fig. 2, we perform 1D DCT in the channel direction
before the MLP block to prune the high-frequency channels.
After the MLP block, we add zero padding to the pruned
channel positions to maintain the feature map size and then
perform a 1D IDCT. Using this method, we can reduce the
computational cost and number of parameters in the MLP
layers while maintaining the final channel size. Table 6
presents the results of the MLP channel pruning on the
DC-transformer blocks based on the DCT-ViT-small model.
Unlike the token pruning method, which has no significant
effect on parameter reduction, the additional application of
MLP layer pruning can effectively reduce the number of
parameters as well as MACs. Considering that the EViT-
S-0.5 [16] presented in Table 3 has the same parameter
size of 22M as DeiT-Small [10], the proposed method with
token and MLP keeping ratios of 80% and 60%, respectively,
can additionally reduce the parameters by 32% with similar
accuracy and MACs.

D. VISUALIZATION
DCT-ViT operates on the premise that similar to human
vision, the ViT model would still function effectively,
even with the removal of some high-frequency information.
We visualized the global filter parameters learned in each
block to validate our hypothesis and ascertain whether
the SD-GF and CD-GF blocks can adequately distinguish
frequency features.

In Fig. 4, we visualize the filters of the SD-GF block,
trained in the frequency domain, using the DCT-ViT-
0.5 model. These filters are of dimension N × D; however,

TABLE 6. Additional DCT based MLP pruning results on DCT-ViT-small
with various token/MLP pruning ratios. This table demonstrates DCT
pruning can be applied to tokens and MLP channels.

for an intuitive understanding, they are reshaped to H ×W ×

D′(D′
= 24 ≪ D). Here, the zigzag algorithm is employed to

represent the low-frequency components in the upper left and
the high-frequency components in the lower right. Each row
comprises 24 filters of the same layer, each with a size ofW×

H . As we progress downward, each row represents a filter
from a deeper layer of the model. In this instance, because the
token count was halved for each of the three layers, excluding
the first stage, the token count is sequentially reduced to 196,
98, 49, and finally, 25. The average filter values for each layer
are shown on the left. As per our assumptions, Fig. 4 shows
that the last layer successfully separates features in the low-
frequency components.

V. CONCLUSION
The ViT model has limitations in its applicability to resource-
constrained mobile/edge devices due to its enormous com-
putational cost and parameters. In this study, we propose a
high-frequency token pruning technique that has not been
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focused on ViT model compression, inspired by traditional
image compression. DCT-ViT achieves a better trade-off
between accuracy and computational costs than SOTA ViT
methods by statically reducing only the token in the frequency
domain while maintaining the MSA and MLP modules.
The proposed method has a technical limitation in that it is
difficult to realize the full latency reduction effect of ViT
computations without the help of a dedicated accelerator
because DCT computations are not efficiently accelerated
on the GPU. However, these limitations are expected to be
solved by implementing the DCT operation library on CUDA
or designing various application-specific integrated circuits
for ViT. We anticipate that DCT-ViT will contribute to the
practical application of ViTs in mobile/edge devices. Our
future work will focus on applying DCT-ViT to a broader
range of ViT architectures and assessing its impact on various
models.Wewill also explore applying this technique to object
detection and segmentation tasks, considering the potential
loss of spatial information.
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