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#### Abstract

This study proposes an efficient simultaneous localization and mapping (SLAM) algorithm for a mobile robot. The proposed algorithm consists of line-segment feature extraction from a set of points measured by a LIDAR, association and matching between the line-segments and a map database for position estimation, and the registration of the line-segments into the map database for the incremental construction of the map database. The line-segment features help reduce the amount of data required for map representation. The matching algorithm for position estimation is efficient in computation owing to the use of a number of inliers as the weights in the leastsquares method. Experiments are conducted to demonstrate the performance of the proposed SLAM algorithm, and the results show that the proposed algorithm is effective in the map representation and the localization of a mobile robot.
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## 1. INTRODUCTION

Localization capability is essential for the autonomous navigation of a mobile robot. The widely used deadreckoning method accumulates localization error and the error eventually becomes very large with time [1,2]. A ranging sensor is helpful for localization by creating a local object map surrounding the mobile robot and matching it with a given global map [3, 4]. However, the global map of an unknown environment is burdensome to prepare in advance. Simultaneous localization and mapping (SLAM) is a method of localization for mobile robots involving the incremental and simultaneous construction of the global map from a local map. The burdensome preliminary global map can be avoided using SLAM [5, 6].

As the ranging sensor, a 2-dimensional light detection and ranging (LIDAR) system is widely used for SLAM of a mobile robot on 2-dimensional ground [7]. A point measured by LIDAR is represented by $(x, y)$ in the moving coordinates of a mobile robot. A stereo imaging camera has been used for the ranging sensor [8, 9], and the RGBD sensor has been adopted to implement SLAM in recent years [10]. In general, these sensors require more computational effort to extract the features of the environment of the mobile robot compared to 2-dimensinal LIDAR.

SLAM algorithms are grouped according to 1) the map representation method and 2 ) the position estimation
method. Because the number of points measured by a ranging sensor increases rapidly with time, it is impossible to use the raw data from the sensor to represent the environment map. Moreover, it is difficult to determine the corresponding points between the point sets obtained at successive time steps. Therefore, it is common to extract geometric features such as a vertex, line, or curve from a set of measurement points at each time step and represent the map with those features to reduce the amount of map data and to improve the computational efficiency. To utilize existing image processing techniques for feature extraction from a set of points measured by LIDAR, rasterization was proposed to convert the point set into a 2-dimensional grid image in [11]. Pedraza et al. used the B-Spline curve to represent the map of the unstructured natural environment [12], and Nunez et al. proposed a natural feature extraction method from the laser scan using the curvature that characterizes line-segments, corners and curve segments from the laser scan [13]. In [14], the generalized surface tensor was proposed to extract the features according to the normal vectors of two adjacent points in the measurement data set. The surface tensor helps to extract various features such as vertices, lines, and curves.

The line features are useful to model the environment of mobile robot because they exist in the majority of indoor environment and are efficient in terms of the amount of

[^0]data and computational cost. In [15], straight lines were extracted from a set of measurement points and the environment was represented by the straight-line features. However, some straight-line features from different objects of environment are indistinguishable because they were described only by the distance from the origin and the slope angle. Thus in this study, a straight-line feature is split into some line-segments and the line-segment features are used to model the environment objects instead of the line features.

The extended Kalman filter (EKF) is the most frequently used algorithm for the position estimation of a mobile robot [16, 17]. EKF-SLAM was proposed for simultaneous position estimation and map creation in $[18,19]$. The state vector of EKF-SLAM includes the features of the map representation as well as the position of a mobile robot, and the computational efficiency of EKF-SLAM deteriorates with the number of features. To improve the computational efficiency of EKF-SLAM, FASTSLAM, which excludes features having a low association index through a particle filter algorithm, has been proposed [20, 21].

The main aim of this study is to present an efficient SLAM algorithm for an indoor mobile robot. The SLAM algorithm in this study consists of two parts: the incremental construction of an environment map database using the line-segment features and position estimation based on the simple least-squares method. The line-segment features are extracted from a set of points measured by LIDAR; in this study, a line-segment is described by two end points and the number of inlier points. An inlier point is a point measured by a ranging sensor that belongs to a line-segment. The number of inlier points represents the weight of each line-segment, which helps to reduce the error of matching between a line-segment and the map database for position estimation.

The remainder of this study is organized as follows: Section 2 describes the proposed SLAM algorithm including the line-segment extraction, association of a linesegment with the map database, matching for position estimation, and the registration of a line-segment in the map database. The results of experiments to verify the proposed algorithm and concluding remarks are presented in Section 3 and Section 4, respectively.

## 2. SLAM BASED ON LINE-SEGMENTS

Fig. 1 shows a flowchart of the SLAM algorithm used in this study. The algorithm involves 1) the extraction of line- segments from a set of points measured by LIDAR, 2) matching with the present map database and the localization of the mobile robot, and 3) updating the map database by the registration of the line-segments.

The variables used in this study are summarized as follows:


Fig. 1. Proposed SLAM algorithm.

- $X_{k}=\left[\begin{array}{lll}x_{k} & y_{k} & \theta_{k}\end{array}\right]^{t}$ : The pose vector of the mobile robot including the position and heading angle in the global coordinate system. The subscript $k$ denotes the time index.
- $\hat{X}_{k}=\left[\begin{array}{lll}\hat{x}_{k} & \hat{y}_{k} & \hat{\theta}_{k}\end{array}\right]^{t}$ : The prediction of the pose vector obtained by the kinematic model of the mobile robot.
- $r$ : A line-segment extracted from a set of points measured by LIDAR in the moving coordinates of the mobile robot.
- $n_{r}$ : The number of measured inlier points that belong to a line-segment $r$.
- $\hat{g}$. Transformation of the line-segment $r$ into the global coordinates according to $\hat{X}_{k}$.
- $m_{k-1}$ : A line-segment in the map database up to $k-1$.


### 2.1. Extraction of line-segments

To extract line-segments from a set of points obtained by a LIDAR sensor, the well-known random sample consensus (RANSAC) [22] algorithm is used in this study because of its computational efficiency. Because the original RANSAC algorithm extracts infinite straight lines rather than line-segments, this study proposes a simple split algorithm to obtain line-segments from the straight lines. By using the indices of the points measured by LIDAR, the split algorithm finds two consecutively indexed points whose distance exceeds a threshold value and divides the inliers into two clusters for each line-segment. Fig. 2(a) shows a straight line with the inliers extracted by the original RANSAC. The two end points of a line-segment are determined by the feet of perpendiculars of the first and the last indexed inliers, as shown in Fig. 2(b). The linesegment features are represented herein by two end points and the number of inlier points. The number of inlier points are used as the weighing factors in the least square matching algorithm in the later section.


Fig. 2. Extraction of line-segments from a straight line.

The two end points describing a line-segment are $p_{r}^{s}=$ $\left[\begin{array}{ll}x_{r}^{s} & y_{r}^{s}\end{array}\right]^{t}$ and $p_{r}^{e}=\left[\begin{array}{ll}x_{r}^{e} & y_{r}^{e}\end{array}\right]^{t}$, and the number of inlier points that belong to the line-segment is $n_{r}$.

### 2.2. Association of line-segments

By matching the line-segments at $k$ with the map database up to $k-1$, it is possible to obtain the amount of motion between the time interval and the pose vector of the mobile robot in global coordinates. Because a linesegment, $r$, at $k$ from a LIDAR sensor is represented in the moving coordinates of the mobile robot, it should be transformed into global coordinates to associate it with the global map database. This transformation requires the pose information of the mobile robot in global coordinates. A possible pose vector of the mobile robot at $k$ is obtained by prediction using the kinematic equation of motion with the known $X_{k-1}$ as follows:

$$
\left[\begin{array}{l}
\hat{x}_{k}  \tag{1}\\
\hat{y}_{k} \\
\hat{\theta}_{k}
\end{array}\right]=\left[\begin{array}{c}
x_{k-1} \\
y_{k-1} \\
\theta_{k-1}
\end{array}\right]+\Delta t\left[\begin{array}{cc}
\cos \theta_{k-1} & 0 \\
\sin \theta_{k-1} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
v_{k-1} \\
w_{k-1}
\end{array}\right]
$$

where $\Delta t$ denotes the sampling interval. Further, $v_{k-1}$ and $w_{k-1}$ are the input values. The transformation in (1) is depicted in Fig. 3. By using the predicted pose vector, $\hat{X}_{k}$,


Fig. 3. Transformation from robot coordinates to global coordinates. The bold triangle denotes the pose of a mobile robot at $k-1$, the dotted triangle represents the prediction of the pose at $k$ that is obtained by using the kinematic model (1) of the mobile robot, $r$ implies a line-segment measured in the moving coordinates of a mobile robot, and $\hat{g}$ is the transformation of the corresponding line-segment into the global coordinates.
it is possible to transform two end points, $p_{r}^{s}$ and $p_{r}^{e}$, of $r$ in moving coordinates into global coordinates as follows:

$$
\left[\begin{array}{l}
x_{\hat{g}}  \tag{2}\\
y_{\hat{g}}
\end{array}\right]=\left[\begin{array}{cc}
\cos \hat{\theta}_{k} & -\sin \hat{\theta}_{k} \\
\sin \hat{\theta}_{k} & \cos \hat{\theta}_{k}
\end{array}\right] \cdot\left[\begin{array}{l}
x_{r} \\
y_{r}
\end{array}\right]+\left[\begin{array}{l}
\hat{x}_{k} \\
\hat{y}_{k}
\end{array}\right]
$$

where $\hat{x}_{k}, \hat{y}_{k}$, and $\hat{\theta}_{k}$ are components of $\hat{X}_{k} ;\left[\begin{array}{ll}x_{r} & y_{r}\end{array}\right]^{t}$ denotes an end point $p_{r}^{s}$ or $p_{r}^{e}$ of $r$; and $\left[\begin{array}{ll}x_{\hat{g}} & y_{\hat{g}}\end{array}\right]^{t}$ represents the corresponding point, $p_{\hat{g}}^{s}$ or $p_{\hat{g}}^{e}$, in global coordinates.

Fig. 3. Transformation from robot coordinates to global coordinates. The bold triangle denotes the pose of a mobile robot at $k-1$, the dotted triangle represents the prediction of the pose at $k$ that is obtained by using the kinematic model (1) of the mobile robot, $r$ implies a linesegment measured in the moving coordinates of a mobile robot, and $\hat{g}$ is the transformation of the corresponding line-segment into the global coordinates.

A line-segment, $\hat{g}$ at $k$ is associated with a line-segment, $m_{k-1}$, in the map database for matching on the basis of the shortest distance between them. The distance between the two line-segments is defined as the distance between the two cross points of the perpendicular bisector of $\hat{g}$, as shown in Fig. 4.

In case the perpendicular bisector of $\hat{g}$ does not have a cross point with any $m_{k-1}$ or the distance between the cross points is greater than a threshold value, $\hat{g}$ is regarded as new information to be registered into the map database.


Fig. 4. Distance between two line-segments.

## 3. LEAST-SQUARE MATCHING FOR LINE-SEGMENTS

It is possible to obtain the amount of motion, $\Delta X=$ $\left[\begin{array}{lll}\Delta x & \Delta y & \Delta \theta\end{array}\right]^{t}$, of a mobile robot in a sampling interval by matching the pairs of the corresponding line-segments, $\hat{g}$ and $m_{k-1}$. Equation (3) expresses the transformation of an end point, $p_{\hat{g}}^{s}$, of $\hat{g}$ by $\Delta X=\left[\begin{array}{lll}\Delta x & \Delta y & \Delta \theta\end{array}\right]^{t}$.

$$
\begin{equation*}
q_{\hat{g}}^{s}=R(\Delta \theta)\left(p_{\hat{g}}^{s}-\hat{c}_{k}\right)+\hat{c}_{k}+T(\Delta x, \Delta y) \tag{3}
\end{equation*}
$$

where $R(\Delta \theta)$ and $T(\Delta x, \Delta y)$ represent rotation and the translation, respectively, and $\hat{c}_{k}=\left(\hat{x}_{k}, \hat{y}_{k}\right)$ denotes the position of the mobile robot predicted using (1). The same transformation as (3) for the other end point, $p_{\hat{g}}^{e}$, gives $q_{\hat{g}}^{e}$. The resultant $q_{\hat{g}}^{s}$ and $q_{\hat{g}}^{e}$ are the two end points of a line-segment containing information on the motion, $\Delta X=\left[\begin{array}{lll}\Delta x & \Delta y & \Delta \theta\end{array}\right]^{t}$, at $k$. The matching error, $e_{\hat{g}}$, is defined as the sum of the squares of distance from the end points, $q_{\hat{g}}^{s}$ and $q_{\hat{g}}^{e}$, to the corresponding line-segment, $m_{k-1}$, in $M_{k-1}$ as follows:

$$
\begin{align*}
e_{\hat{g}}= & n_{\hat{g}}\left\{\left(e_{\hat{g}}^{s}\right)^{2}+\left(e_{\hat{g}}^{e}\right)^{2}\right\} \\
= & n_{\hat{g}}\left\{\left(q_{\hat{g}}^{s} \cdot \mathbf{u}_{m}-b_{m}\right)^{2}+\left(q_{\hat{g}}^{e} \cdot \mathbf{u}_{m}-b_{m}\right)^{2}\right\} \\
= & n_{\hat{g}}\left[\left\{R(\Delta \theta)\left(p_{\hat{g}}^{s}-\hat{c}_{k}\right)+\hat{c}_{k}+T(\Delta x, \Delta y)\right\} \cdot \mathbf{u}_{m}-b_{m}\right]^{2} \\
& +n_{\hat{g}}\left[\left\{R(\Delta \theta)\left(p_{\hat{g}}^{e}-\hat{c}_{k}\right)+\hat{c}_{k}+T(\Delta x, \Delta y)\right\} \cdot \mathbf{u}_{m}-b_{m}\right]^{2}, \tag{4}
\end{align*}
$$

where $n_{\hat{g}}$ is the number of inliers of a line-segment, $\hat{g}$, and is the same as $n_{r}$. Fig. 5 shows the definition of the matching error of $\hat{g}$ and $m_{k-1}$. In (4), $m_{k-1}$ is represented by a line-equation, $p_{m} \cdot \mathbf{u}_{m}=b_{m}$, as shown in Fig. 5, where $\mathbf{u}_{m}$ is a unit normal of $m_{k-1}$.

The sum of all matching errors of the pairs of $\hat{g}$ obtained at $k$ and $m_{k-1}$ in the map database is expressed as follows:

$$
\begin{equation*}
E(\Delta x, \Delta y, \Delta \theta)=\sum_{\hat{g}} e_{\hat{g}} . \tag{5}
\end{equation*}
$$

The rotation matrix, $R(\Delta \theta)$ in (4) is linearized as (6).

$$
R(\Delta \theta)=\left[\begin{array}{cc}
\cos \Delta \theta & -\sin \Delta \theta  \tag{6}\\
\sin \Delta \theta & \cos \Delta \theta
\end{array}\right] \approx\left[\begin{array}{cc}
1 & -\Delta \theta \\
\Delta \theta & 1
\end{array}\right]
$$

By taking derivatives of (5) with respect to $\Delta x, \Delta y$, and $\Delta \theta$, it is possible to obtain the least-square solution, (7) that minimizes the total matching error.

$$
\left[\begin{array}{c}
\Delta x  \tag{7}\\
\Delta y \\
\Delta \theta
\end{array}\right]=\left[\begin{array}{ll}
A_{2 \times 2} & B_{2 \times 1} \\
C_{1 \times 2} & D_{1 \times 1}
\end{array}\right]^{-1}\left[\begin{array}{c}
E_{2 \times 1} \\
F_{1 \times 1}
\end{array}\right]
$$

The components of (7) are as follows:

$$
\begin{aligned}
& A_{2 \times 2}= \sum_{\hat{g} \in \hat{G}} 2 n_{\hat{g}} \mathbf{u}_{m} \mathbf{u}_{m}^{t}, \\
& B_{2 \times 1}= \sum_{\hat{g} \in \hat{G}} n_{\hat{g}}\left[\left\{M\left(p_{\hat{g}}^{s}-\hat{c}_{k}\right)+M\left(p_{\hat{g}}^{e}-\hat{c}_{k}\right)\right\} \cdot \mathbf{u}_{m}\right] \mathbf{u}_{m}, \\
& C_{2 \times 1}= B_{2 \times 1}^{t} \\
& D_{1 \times 1}= \sum_{\hat{g} \in \hat{G}} n_{\hat{g}}\left[\left\{M\left(p_{\hat{g}}^{s}-\hat{c}_{k}\right) \cdot \mathbf{u}_{m}\right\}^{2}+\left\{M\left(p_{\hat{g}}^{e}-\hat{c}_{k}\right) \cdot \mathbf{u}_{m}\right\}^{2}\right], \\
& E_{2 \times 1}= \sum_{\hat{g} \in \hat{G}} n_{\hat{g}}\left\{\left(r_{m}-p_{\hat{g}}^{s} \cdot \mathbf{u}_{m}\right)+\left(r_{m}-p_{\hat{g}}^{e} \cdot \mathbf{u}_{m}\right)\right\} \mathbf{u}_{m} \\
& F_{1 \times 1} \hat{=} \sum_{\hat{g} \in \hat{G}} n_{\hat{g}}\left[\left(r_{m}-p_{\hat{g}}^{s} \cdot \mathbf{u}_{m}\right)\left\{M\left(p_{\hat{g}}^{s}-\hat{c}_{k}\right) \cdot \mathbf{u}_{m}\right\}\right. \\
&\left.\quad+\left(r_{m}-p_{\hat{g}}^{e} \cdot u_{m}\right)\left\{M\left(p_{\hat{g}}^{e}-\hat{c}_{k}\right) \cdot u_{m}\right\}\right]
\end{aligned}
$$

where $M$ is the following matrix:

$$
M=\left[\begin{array}{cc}
0 & -1  \tag{8}\\
1 & 0
\end{array}\right]
$$

By using the amount of motion, $\Delta X=\left[\begin{array}{ccc}\Delta x & \Delta y & \Delta \theta\end{array}\right]^{t}$, from (7), the corrected pose vector, $X_{k}$, at $k$ is obtained as follows:

$$
\begin{equation*}
X_{k}=\hat{X}_{k}+\Delta X \tag{9}
\end{equation*}
$$

where $\hat{X}_{k}$ is the value of the pose vector predicted from the kinematic equation of motion given by (1). In case that the matrix inversion in (7) is singular at a certain $k$, the robot pose should not be updated at the time step.

The map database is updated simultaneously with the matching. Before updating the map database, all line-


Fig. 5. Matching error of $\hat{g}$ and $m_{k-1}$.


Fig. 6. Merging of two line-segments, $g$ and $m_{k-1}$.
segments, $r$, at $k$ should be transformed into global coordinates as follows according to the corrected pose vector, $X_{k}=\left[\begin{array}{lll}x_{k} & y_{k} & \theta_{k}\end{array}\right]^{t}$, of the mobile robot obtained by the matching:

$$
\left[\begin{array}{l}
x_{g}  \tag{10}\\
y_{g}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta_{k} & -\sin \theta_{k} \\
\sin \theta_{k} & \cos \theta_{k}
\end{array}\right] \cdot\left[\begin{array}{l}
x_{r} \\
y_{r}
\end{array}\right]+\left[\begin{array}{l}
x_{k} \\
y_{k}
\end{array}\right],
$$

where $\left[\begin{array}{ll}x_{g} & y_{g}\end{array}\right]^{t}$ is an end point of $g$ in global coordinates corresponding to $r$.

When a new line-segment is observed or an existing line-segment is changed at $k$, those are registered in the map database by updating the line-segment features. Two cases of the update are 1) adding a new line-segment, $g$, into the database that does not have any association in the map database and 2) merging a line-segment, $g$, with existing $m_{k-1}$ in the map database if they are associated as described in Section 2.3. Fig. 6 shows a simple merging of two associated line-segments $g$ and $m_{k-1}$ in this study. In the figure, $l_{P}$ denotes a straight line fitted by the least-square method for the four end points of $g$ and $m_{k-1}$. The four end points have perpendicular feet onto $l_{P}$, and the longest pair of perpendicular feet determines two end points of the line-segment, $m_{k}$, to replace $m_{k-1}$ in the map database. The number of inliers of $m_{k}$ is simply $n_{m_{k}}=n_{m_{k-1}}+n_{g}$.

## 4. EXPERIMENTAL RESULTS

Fig. 7 shows the bi-wheel-type mobile robot used in this study to verify the proposed SLAM algorithm. Each wheel has an optical encoder to measure the input values, $v_{k-1}$ and $w_{k-1}$ in (1). The LIDAR sensor adopted in this experiment has a measurable distance and angle of 5.6 m $\times 240^{\circ}$ [23]. The distance-measurement error of the LIDAR sensor is $\pm 30 \mathrm{~mm}$, the angular resolution is $0.352^{\circ}$, and the sampling interval is 0.1 s . Because of the offset distance, $d_{s}=140 \mathrm{~mm}$, between the LIDAR and the center of the mobile robot, the data measured by the sensor are transformed first into the moving coordinates of the


Fig. 7. Bi-wheel-type mobile robot used for the verification experiment.
robot.
Fig. 8 shows results of the actual experiments performed in a wide hall of a building. The bold linesegments in Fig. 8(a) represent the constructed map and

(a) Constructed map (bold line-segments) and mobile robot path estimated by the proposed algorithm.

(b) Mobile robot path estimated by dead-reckoning.

Fig. 8. Result of the experiment conducted in a wide hall of a building.


Fig. 9. Result of the experiment conducted in a narrow corridor of a building.
the dotted curve with arrows imply the path of a mobile robot estimated by the proposed SLAM algorithm. The map is superposed on a blueprint of the building for verification. For comparison, Fig. 8(b) shows the path of the mobile robot (the dotted curves with white arrows) estimated by dead-reckoning using encoder sensors at the two wheels without SLAM. The actual path of the mobile robot navigation in Fig. 8(a) and Fig. 8(b) is same. However, the estimated path in Fig. 8(b) is impractical because the mobile robot passes through an environmental object in the middle of the path.

Fig. 9 shows the result of another experiment conducted in a narrow corridor of a building. The bold line-segments in the figure represent the map of the building constructed along the path of the mobile robot by the proposed algorithm. The dotted curves with white arrows in the figure are the path of the mobile robot estimated by deadreckoning for the same actual path. As shown, the deadreckoning has error in the estimation of the actual path because it does not have any correction by using an external ranging sensor.

There are two kinds of methods for measuring the accuracy of SLAM algorithms: map accuracy measurement and localization accuracy measurement [24]. The localization accuracy measurement requires an additional equipment for global positioning of a mobile robot. Instead of the localization accuracy, the map accuracy is measured to show the performance of the SLAM algorithm in this study. Because the map is represented by a set of line-segments in this study, it is possible to quantify the accuracy of the constructed map by computing the error between the cross-points of a pair of the measured line-segments and the corresponding corner points in the blueprint of experimental environments. The points marked by ' $x$ ' in Fig. 8(a) and Fig. 9 are the points for the accuracy measurements. Table 1 shows the accuracy of

Table 1. Accuracy of the constructed map.

|  | Distance error (m) |
| :---: | :---: |
| Experiment in Fig. 8(a) | 0.067 |
| Experiment in Fig. 9 | 0.234 |



Fig. 10. Result of the proposed algorithm applied to an open dataset provided in [23].
the map constructed in the experiments.
The distance error in Table 1 is computed by

$$
\begin{equation*}
\text { Distance error }=\frac{\sum_{i=1}^{N} \sqrt{\left(x_{g, i}-x_{m, i}\right)^{2}+\left(y_{g, i}-y_{m, i}\right)^{2}}}{N} \tag{11}
\end{equation*}
$$

where $N$ is the number of the points and $\left(x_{m, i}, y_{m, i}\right)$ and $\left(x_{g, i}, y_{g, i}\right)$ are the coordinate values of the measured corner points and the corresponding ground-truth corner points from the blueprints of the experimental environments.

The proposed algorithm is applied to an open dataset provided in [25]. In order to avoid the loop-closure detection problem [26], part of a single session of the dataset is used in this study. The constructed map and the estimated path of a mobile robot are shown in Fig. 10 where the light gray is the map of a building [27] and the bold linesegments represents the map constructed in this study. The dotted curve with arrows is the estimated path of a mobile robot. In the constructed map, there are some errors caused by the unknown initial position that require additional optimization using the loop-closure detection with the multi-session mapping [24].

## 5. CONCLUDING REMARKS

An efficient SLAM algorithm for indoor mobile robots is proposed in this study. The SLAM algorithm includes the extraction of line-segment features from a set of point
data measured by a LIDAR ranging sensor, the association and matching between the line-segment features and the map database for the localization of the mobile robot, and the incremental construction of the map database using the line-segment features. It is possible to represent the indoor environment approximately by the line-segments in general. In this study, a line-segment was described by two end points and the number of inliers from the set of measurement points. Because the line-segment model extracts the essential features from raw measurement point data, the construction and manipulation of the environment map database are computationally simple and efficient. The number of inliers plays the role of weights in the matching for localization by the least-squares method and helps to reduce the localization error. Experimental results validate the performance of the proposed SLAM algorithm in terms of localization and simultaneous mapmaking.
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